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Abstract – In this paper, we study the black box optimization problem under the Polyak–Lojasiewicz (PL)
condition, assuming that the objective function is not just smooth, but has higher smoothness. By using
"kernel-based” approximations instead of the exact gradient in the Stochastic Gradient Descent method,
we improve the best-known results of convergence in the class of gradient-free algorithms solving problems
under the PL condition. We generalize our results to the case where a zeroth-order oracle returns a function
value at a point with some adversarial noise. We verify our theoretical results on the example of solving a
system of nonlinear equations.
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1. INTRODUCTION

The black box problem is a fundamental optimization problem when the objective function has
only a zero-order oracle [1]. Recently, this problem has received significant attention in the setting
of reinforcement learning [2; 3], federated learning [4; 5], and deep learning [6; 7]. Particularly in
applied problems of multi-armed bandit [8; 9], online optimization [10–12], huge-scale optimiza-
tion [13; 14], and hyperparameter tuning [15; 16]. In addition, the black box problem arises if the
information about the derivatives is too expensive or not available [17].

To solve such problems in the convex case, there are various techniques for developing optimal
gradient-free algorithms based on first-order optimization algorithms, optimal by three criteria at
once: oracle complexity, iteration complexity, and maximum level of admissible noise still allowing
to guarantee certain accuracy [18]. The main idea of which is to calculate the gradient approx-
imation instead of an exact gradient [19]. For example, L1, and L2 randomized approximations
[8; 12; 20–22] and "kernel-based" approximation [11; 23–25] are usually used for the smooth case.

†The research was supported by Russian Science Foundation (project No. 21-71- 30005),
https://rscf.ru/en/project/21-71-30005/.

‡The main contribution to the article belongs to Aleksandr Lobanov <lobbsasha@mail.ru>. According to the
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Table 1: Comparison of convergence results of Zero-Order Mini-batch SGD method via Kernel-based
approximation, "Kernel approx." (This work) with the existing counterpart via Gaussian approximation,
"Gaus. approx." [36]. Notation: d = dimension, δ(x) = adversarial deterministic noise, ξ = adversarial
stochastic noise, ∆ = level noise, β = smoothness order parameter.

Case Zero-order oracle Error floor Stochastic? Adversarial noise

Gaussian approx. Kernel approx. ADN? ASN?

deterministic f̃(x) = f(x) + δ(x) O (d2∆) O
(
d2∆

2(β−1)
β

)
✗ ✓ ✗

two-point f̃(x, ξ) = f(x, ξ) + δ(x) O (d2∆) O
(
d2∆

2(β−1)
β

)
✓ ✓ ✗

one-point f̃(x, ξ) = f(x) + ξ ε ε ✓ ✗ ✓

f̃(x, ξ) = f(x) + ξ + δ(x) O (d2∆) O
(
d2∆

2(β−1)
β

)
✓ ✓ ✓

Where the "kernel-based" approximation takes advantage of higher-order smoothness as opposed
to the L2 and L1 randomized approximations. For the non-smooth case, there are smoothing
techniques via L1 and L2 randomized approximation [5; 26].

In contrast to the convex case, where algorithms have been intensively appearing and being
studied in theory and practice in recent years [e.g., 27, and see above], the analysis of the black box
problem in the nonconvex case is just beginning to be actively studied [28–30]. One such problem
that is frequently common in the literature lately is the smooth (nonconvex) optimization problem
under the Polyak–Lojasiewicz condition [31–35]. In this formulation of the problem, [36] studied the
biased Stochastic Gradient Descent (SGD) method and also proposed its gradient-free counterpart.

We focus on solving the smooth black-box optimization problem (in particular, the nonconvex
optimization) under the Polyak–Lojasiewicz condition. We propose an optimal zero-order algo-
rithm (see Algorithm 1) based on Mini-batch SGD (added batching to biased Stochastic Gradient
Descent [36] to improve iteration complexity). Using kernel approximation as a technique for de-
veloping a gradient-free algorithm, we show in theory and in practice a significant improvement in
convergence rate estimates. We provide an extended analysis of Algorithm 1, namely we consider
a (close to reality) stochastic formulation of the problem with adversarial noise [37–39].

1.1. Contribution

• We present a Zero-Order Mini-batch SGD method that significantly improves existing esti-
mates of the convergence results (in particular, estimates of the error floor, see the "determin-
istic" case of the zero-order oracle (first line) in Table 1 and Table 2) in a class of gradient-free
algorithms for solving smooth nonconvex problems under the PL condition.

• We provide an extended theoretical analysis of the Zero-Order Mini-batch SGD algorithm by
considering a stochastic setting using a gradient approximation with one-point and two-point
feedback, when the zero-order oracle is corrupted by an bounded adversarial determinis-
tic ("ADN") and stochastic ("ASN") noise. We show that also in the stochastic setting a
Zero-Order Mini-batch Stochastic Gradient Descent method is superior to the existing coun-
terpart [36] (see stochastic cases of the zero-order oracle f̃(x, ξ) in Table 1 and Table 2).
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Table 2: Comparison of iteration complexity #N oracle complexity, #T and maximum noise level #∆ of the
algorithm with the following approaches: Kernel and Gaussian approximations for zero-order oracle cases
① : f̃(x) = f(x) + δ(x), ② : f̃(x, ξ) = f(x, ξ) + δ(x), ③ : f̃(x, ξ) = f(x) + ξ, ④ : f̃(x, ξ) = f(x) + ξ +
δ(x). In both approaches, the dependence of the estimates on the batch size B is presented. Notation:
β = order of smoothness, ε = accuracy of the solution to the problem, d = dimension, µ = Polyak–
Lojasiewicz condition constant.

Case Batch Gaussian approximation Kernel approximation

Size # N # T # ∆ # N # T # ∆

①, ②, ④
B ∈ [1, β3d] Õ

(
d
B
µ−1
)

Õ (dµ−1) ∆ ≤ µεd−3/2 Õ
(
d
B
µ−1
)

Õ (dµ−1) ∆ ≤ µεd−3/2

B > β3d Õ (µ−1) max
{
Õ (µ−1B) , Õ

(
d4∆2

ε2µ3

)}
∆ ≤ µεd−2 Õ (µ−1) max

{
Õ (µ−1B) , Õ

(
d
2+ 2

β−1∆2

ε
β

β−1 µ
2β−1
β−1

)}
∆ ≤ (µε)

β
2(β−1)

d
β

β−1

③
B ∈ [1, β3d] Õ

(
d
B
µ−1
)

Õ (dµ−1) ∆ ≤ µεd−1 Õ
(
d
B
µ−1
)

Õ (dµ−1) ∆ ≤ µεd−1

B > β3d Õ (µ−1) max
{
Õ (µ−1B) , Õ

(
d4∆2

ε2µ3

)}
∆ ≤ µεd−2B1/2 Õ (µ−1) max

{
Õ (µ−1B) , Õ

(
d
2+ 2

β−1∆2

ε
β

β−1 µ
2β−1
β−1

)}
∆ ≤ (µε)

β
2(β−1)

d
β

β−1

B1/2

• We empirically verify our theoretical results by comparing the Zero-Order Mini-batch Stochas-
tic Gradient Descent method with the existing algorithm using a typical example for problems
under the Polyak–Lojasiewicz condition: solving a system of nonlinear equations.

• We demonstrate the effectiveness of the randomized approximation in practice by compar-
ing it to the Gaussian approximation from [36] and show the advantages of "kernel-based"
approximation in experiments by additionally comparing it to the L2 approximation.

1.2. Paper organization

This article has the following structure. In Section 2 we provide related works. We describe
the statement of the problem in Section 3. We present the optimal gradient-free Algorithm 1 in
Section 4. In Section 5, we extend our analysis of the Algorithm 1 to a stochastic setting with
different models of adversarial noise. In Section 7, we discuss the results. While in Section 8 we
analyze the effectiveness of our approach on a practical experiment. Section 9 concludes the paper.
We give a detailed proof of the Theorems and Lemmas in the Appendix (Supplementary Materials).

2. RELATED WORK

Polyak–Lojasiewicz condition. The field of research on the nonconvex problem under the
Polyak–Lojasiewicz condition can be traced back to [31], where it is shown that this condition is
sufficient for the gradient descent to achieve a global linear convergence rate. Recently, problems
with Polyak–Lojasiewicz condition have been actively investigated. For instance, [35] proposed
a new formulation of the problem under the Polyak–Lojasiewicz condition, including a compro-
mise and an early stopping rule to guarantee its achievement. Already in the new statement of
the problem, [40] proposed a fully adaptive gradient algorithm (with respect to the Lipschitz con-
stant of the gradient and the noise level in the gradient) for solving problems with this condition.
However, in this work we consider the standard statement of the problem under the Polyak–
Lojasiewicz condition [e.g. see 33; 41]. Also, it is shown in [41] that non-accelerated algorithms are
optimal for smooth problems under the Polyak–Lojasiewicz condition. Therefore, in this paper,
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we consider non-accelerated first-order optimization algorithms as a base for developing optimal
gradient-free methods.

SGD type algorithms. Many works [42–47] investigated Stochastic Gradient Descent in various
settings. For black-box problems, this algorithm and its modifications are the basis for developing
gradient-free algorithms. For instance, [5] used the following first-order optimization algorithms as
a basis for developing gradient-free algorithms in the federated learning setting: Minibatch Accel-
erated SGD and Single-Machine Accelerated SGD [from 48], and Federated Accelerated Stochastic
Gradient Descent [from 49], which are accelerated modifications of the SGD, namely the AC-SA [50].
In a nonconvex optimization problem with a Polyak–Lojasiewicz condition, [36] studied a biased
Stochastic Gradient Descent, where the oracle has access to biased and noisy gradient estimates,
and showed that Stochastic Gradient Descent methods can generally converge only to the neighbor-
hood of the solution. In this paper, we use the biased Stochastic Gradient Descent algorithm [36] as
a basis for developing an optimal zero-order method for solving a smooth nonconvex optimization
problem, assuming that the Polyak–Lojasiewicz condition is satisfied.

Kernel approximation. The works [11; 23–25] investigated and used kernel approximation as
a technique for creating gradient-free algorithms. In the survey [18] showed that the significant
difference of this approximation from others is taking into account the advantages of the high
order of smoothness of the objective function, i.e. satisfying the Hölder condition. All these works
[11; 24; 25] used the central finite difference (CFD) scheme instead of the forward finite difference
scheme (FFD) in kernel approximation. It turns out there is an explanation, [51] showed that in a
smooth case, one should use CFD, not FFD. In this paper, we use the kernel approximation since
we assume that our function has higher smoothness, in contrast to [36], where only smoothness is
assumed.

Stochastic optimization. Stochastic optimization problems have received special attention in
the literature [46; 52–56]. For example, [57] investigated a stochastic problem with non-sub-
Gaussian (heavy-tailed) noise in the convex case, and [56] investigated in the convex-concave case.
For black-box problems, [24; 25] studied a one-point gradient approximation with additive stochas-
tic noise. [58] studied a two-point gradient approximation corrupted by an adversarial deterministic
noise, and [5] studied a one-point gradient approximation with the same adversarial deterministic
noise. In this paper, we generalize our analysis to the stochastic optimization problem and consider
gradient approximation with one-point and two-point feedback obtained via function realizations.
We consider two cases of noise: noise as defined in [12; 24; 25] and noise as defined in [26; 58].

To the best of our knowledge for the moment there are lack of results around gradient-free
methods for problems with Polyak–Lojasiewicz condition. The known results [59–61] are dominated
by [36] as we consider to be state of the art results.

3. SETUP

We study black-box optimization problems of the form:

f ∗ := min
x∈Q⊂Rd

f(x), (1)
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where f : Rd → R is a function that we want to minimize over a closed convex subset Q of Rd. The
problem (1) is a general statement problem in the field of optimization. In order to narrow down
the class of problems to be solved, let us define the function class using the following assumptions.

3.1. Notation

We use ⟨x, y⟩ :=
∑d

i=1 xiyi to denote standard inner product of x, y ∈ Rd. We denote lp -

norms (p ≥ 1) in Rd as ∥x∥p :=
(∑d

i=1 |xi|p
)1/p

. Particularly, for l2-norm in Rd it follows

∥x∥2 :=
√
⟨x, x⟩. We denote lp-sphere as Sd

p(r) :=
{
x ∈ Rd : ∥x∥p = r

}
. Operator E[·] denotes

full mathematical expectation. We use the notation Õ(·) to hide logarithmic factors.

3.2. Assumptions on the objective function

For all our theoretical results we assume that f is not just smooth, but has a high order of smooth-
ness.

Assumption 1 (Higher order smoothness) Let l denote the maximal integer number strictly
less than β. Let Fβ(L) denote the set of all functions f : Rd → R which are differentiable l times
and for all x, z ∈ Q the Hölder-type condition holds:∣∣∣∣∣∣f(z)−

∑
0≤|n|≤l

1

n!
Dnf(x)(z − x)n

∣∣∣∣∣∣ ≤ Lβ∥z − x∥β2 ,

where Lβ > 0, the sum is over multi-index n = (n1, ..., nd) ∈ Nd, we used the notation n! = n1! · · ·nd!,
|n| = n1 + · · ·+ nd, and ∀v = (v1, ..., vd) ∈ Rd we defined

Dnf(x)vn =
∂|n|f(x)

∂n1x1 · · · ∂ndxd

vn1
1 · · · v

nd
d .

Also we assume the Polyak–Lojasiewicz condition (µ-PL) with parameter µ > 0.

Assumption 2 (µ-PL) The function is differentiable and there exists constant µ > 0 s.t. ∀x ∈ Rd

∥∇f(x)∥22 ≥ 2µ(f(x)− f ∗). (2)

Assumption 1 is quite common in the literature [e.g. 11; 24; 25]. We introduced this assumption
in order to take advantage of the properties of higher smoothness. As far as we know Assump-
tion 2 was introduced by [31]. Functions satisfying this assumption are called gradient-dominated
functions [62].

3.3. Assumptions on the biased gradient oracle

We now formulate the standard assumptions about the gradient oracle for the biased SGD method
[36]. To do this, we start by introducing the following definition.
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Definition 1 (Biased Gradient Oracle) A map g : Rd × D → Rd s.t.

g(x, ξ) = ∇f(x) + b(x) + n(x, ξ) (3)

for a bias b : Rd → Rd and zero-mean noise n : Rd ×D → Rd, that is Eξn(x, ξ) = 0,∀x ∈ Rd.

We assume that this gradient oracle has bias and noise, and they are bounded.

Assumption 3 ((M,σ2)-bounded noise) There exists constants M,σ2 ≥ 0 such that ∀x ∈ Rd

Eξ∥n(x, ξ)∥22 ≤M∥∇f(x) + b(x)∥22 + σ2. (4)

Assumption 4 (Bounded bias) There exists constants 0 ≤ m < 1, and ζ2 ≥ 0 s.t. ∀x ∈ Rd

∥b(x)∥22 ≤ m∥∇f(x)∥22 + ζ2. (5)

Many prior work in the context stochastic optimization often assumed the bounded noise and
bounded bias. For example, the Assumption 3 is similar as in [46]. In the case without bias,
Assumption 3 is referred to as the strong growth condition [e.g. 63]. Also the Assumption 4 was
used by [64].

The assumptions introduced in this subsection are necessary to use the following auxiliary
lemma, since our approach to creating a gradient-free method is based on the SGD algorithm [36]
(see Appendix C).

Lemma 1 Let {xk}k≥0 denote the iterates of Algorithm SGD [36] with batching, function f satisfy
Assumptions 1-2 with β = 2, and the gradient oracle (3) satisfy Assumptions 3-4. Then there exists
step size η ≤ 1

(M+1)L2
such that it holds for all N ≥ 0 and an arbitrary batch size B

E[f(xN)]− f ∗ ≤ (1− ηµ(1−m))N(f(x0)− f ∗) +
ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
.

4. ZERO-ORDER MINI-BATCH SGD

In this section, we present our approach to solving problem (1) when the gradient oracle (3) has
no information about the derivatives of the objective function. The main idea of our approach
is to create an optimal (on oracle complexity, iteration complexity, and maximum level of noise)
gradient-free algorithm based on the first-order method (namely, Stochastic Gradient Descent). To
begin, we introduce an approximation of the gradient oracle (3) via a zero-order oracle (value of
the objective function f(x) with some adversarial deterministic noise δ(x) such that |δ(x)| ≤ ∆
and ∆ > 0):

f̃(x) = f(x) + δ(x), (6)

which take advantage of the higher smoothness of the function [11; 24; 25]. Such approximation is
referred to as "kernel-based" approximation of gradient and has the following form

g̃(x, e) = d
f̃(x + γre)− f̃(x− γre)

2γ
K(r)e, (7)
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where γ > 0 is smoothing parameter, e is uniformly distributed in Sd
2(1), r is uniformly distributed

in [−1, 1], e and r are independent, K : [−1, 1] → R is a kernel function that satisfies

E[K(u)] = 0, E[uK(u)] = 1, E[ujK(u)] = 0, j = 2, ..., l, E[|u|β|K(u)|] <∞.

Now we can present Algorithm 1. This algorithm is a modification of SGD method. Instead of
calculating the first-order gradient oracle from Definition 1, we calculate an approximation of the
gradient (7). Also, to achieve an optimal iteration complexity, we add a batch size B.

Algorithm 1 Zero-Order Mini-batch Stochastic Gradient Descent (ZO-MB-SGD)
Input: step size η, iteration number N , batch size B, Kernel K : [−1, 1] → R, smoothing
parameter γ, x0 ∈ Rd

for k = 0 to N − 1 do
1. Sample vectors e1, e2..., eB uniformly distributed on the unit sphere Sd

2(1) and scalars
1. r1, r2, ..., rB uniformly distributed on the interval [-1, 1]
2. Define g̃(xk, ei) = d f̃(xk+γriei)−f̃(xk−γriei)

2γ
K(ri)ei using (6)

3. Calculate gk = 1
B

∑B
i=1 g̃(xk, ei)

4. xk+1 ← xk − ηgk

end for
Return: xN

The next theorem presents the convergence result of ZO-MB-SGD method in terms of the
expectation.

Theorem 1 Let function f(x) satisfy Assumptions 1 - 2 and the gradient approximation (7) satisfy
Assumptions 3 - 4 then by choosing the step size η ≤ 1

(M+1)L2
, there exists parameters

M ≤ 6β3d, σ2 ≤ 3β3d2L2
2γ

2

4
+

2β3d2∆2

γ2
, m = 0, ζ2 ≤ β2d2

(
L2
βγ

2(β−1) +
∆2

γ2

)
such that Algorithm 1 with smoothing parameter γ ≤ O

(
∆1/β

)
achieves the following error floor

Ef(xN)− f ∗ = max
{
ε,O

(
d2∆

2(β−1)
β

)}
,

where f ∗ is the solution to problem (1), L2 is the Lipschitz gradient constant with respect to 2-norm.

The convergence result of Theorem 1 shows that Algorithm 1 with gradient approximation
(7) achieves the error floor O

(
d2∆

2(β−1)
β

)
with linear convergence rate. This asymptote arises

due to the accumulation of adversarial noise in the bias b(x). To achieve ε-accuracy of Problem
(1), the maximum level of noise can be defined as ∆ ≤ O

(
ε

β
2(β−1)d

−β
β−1

)
. This result significantly

improves the approach described in [36]. Namely, using the same concept of the zero-order oracle (6)
Algorithm 1 via Gaussian approximation achieves the error floor O (d2∆), respectively, with the
following maximum level of noise ∆ ≤ O (εd−2). For a detailed proof of Theorem 1, see Appendix D.
Also see Appendix H for details on estimates for Gaussian smoothing approximation.
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Note that the results of Theorem 1 were obtained by using the deterministic setting of the
zero-order oracle (6). However, if we reformulate problem (1) to a stochastic setting, specifying
that f(x) := Eξf(x, ξ) and we use a gradient approximation (7) with two-point feedback, replacing
in the zero-order oracle (6) the calculation of objective function value f(x) with the calculation of
objective function value on realizations f(x, ξ), then it is not difficult to show that the convergence
results of Theorem 1 also hold for Algorithm 1, which uses the gradient approximation with two-
point feedback, where the term two-point feedback implies that it is possible to get the value of the
objective function at two points on one realization. See Appendix E and I for a detailed proof of
the case where Algorithm 1 uses a gradient approximation with two-point feedback, applying the
"kernel-based" approximation and Gaussian approximation approaches, respectively. The concepts
of a stochastic zero-order oracle when two-point feedback is not available are explored in the
Section 5.

Remark 1 It should be noted that Algorithm 1 has a linear convergence rate (see Theorem 1).
Then, since the ZO-MB-SGD method uses a randomized scheme (randomization on the L2 sphere),
we can obtain exact estimates of the large deviation probabilities using Markov’s inequality [65]:

P
(
f(xN(εω))− f ∗ ≥ ε

)
≤ ω

E
[
f(xN(εω)

]
− f ∗

εω
≤ ω.

5. EXTENDED ANALYSIS OF CONVERGENCE VIA STOCHASTIC
ZERO-ORDER ORACLE

In this section, we continue our study of gradient-free methods for solving Problem (1) with the
µ-PL condition (see Assumption 2). We want to extend the analysis of Algorithm 1. Specifically,
for cases where the zero-order oracle has a stochastic setting f̃(x, ξ). To do this, we consider the
concept of gradient approximation when only one-point feedback is available [see, e.g. 66] with two
types of adversarial noise: adversarial stochastic noise, which is quite common in the following works
[12; 24; 25], and adversarial deterministic noise, which is actively used in [5; 26; 58]. To introduce
stochastic, let us rewrite the initial problem (1), where zero-order oracle returns an unbiased noisy
stochastic function value f(x, ξ):

min
x∈Q⊂Rd

{f(x) := Eξf(x, ξ)}. (8)

5.1. Stochastic zero-order oracle with additive adversarial stochastic noise

If for some reason two-point feedback is not available, you can use Zero-Order Mini-batch Stochas-
tic Gradient Descent method (see Algorithm 1) with one-point feedback. Then using the concept
of additive stochastic noise, the "kernel-based" approximation of the gradient (7) takes the follow-
ing form:

g̃(x, ξ, e) = d
f(x + γre) + ξ1 − f(x− γre)− ξ2

2γ
K(r)e, (9)

where the zero-order oracle in this case is defined in the following form:

f̃(x, ξ) = f(x) + ξ, (10)
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and ξ1 ̸= ξ2 are adversarial stochastic noises such that E[ξ21 ] ≤ ∆̃2 and E[ξ22 ] ≤ ∆̃2, ∆̃ ≥ 0, and
the random variables ξ1 and ξ2 are independent from e and r. Also, this concept does not require
the assumption of zero-mean ξ1 and ξ2. It is enough that E[ξ1e] = 0 and E[ξ2e] = 0. The gradient
approximation (9) has some similarities with the two-point gradient approximation (see discussion
following Theorem 1), but it is a one-point gradient approximation because it is impossible to obtain
the value of the objective function on one realization twice. The following theorem provides the
convergence results of ZO-MB-SGD method (see Algorithm 1) with the gradient approximation (9).

Theorem 2 Let function f(x) satisfy Assumptions 1 - 2 and the gradient approximation (9) satisfy
Assumptions 3 - 4 then by choosing the step size η ≤ 1

(M+1)L2
there exists parameters

M ≤ 18β3d, σ2 ≤ 3d2L2
2γ

2

4
+

2d2∆̃2

γ2
, m = 0, ζ2 ≤ 8β2d2L2

βγ
2(β−1)

such that Algorithm 1 with approximation of the gradient (9) has the following convergence rate

Ef(xN)− f ∗ = O
(
(1− ηµ(1−m))N(f(x0)− f ∗)

)
,

where f ∗ is the solution to problem (8).

The results of Theorem 2 show that Algorithm 1 with gradient approximation (9) has a lin-
ear convergence rate. Also, in contrast to previous Theorem 1, it does not have a pronounced
asymptote. This effect is observed because the concept of zero-order oracle (10) does not imply
an accumulation of adversarial stochastic noise in the bias, and also reduces the variance by the
large batch size B. It is worth noting that the same convergence results of ZO-MB-SGD method
(see Algorithm 1) are obtained using the approach of Gaussian approximation with a zero-order
oracle concept (10). The proof of Theorem 2 for the kernel approximation approach can be found
in more detail in Appendix F. Also see Appendix J for a detailed proof of the convergence rate of
Algorithm 1, using a Gaussian gradient approximation with one-point feedback via the zero-order
oracle concept (10).

5.2. Stochastic zero-order oracle with mixed adversarial noise

Another concept with one-point feedback is combining the gradient approximation (9) (from Sub-
section 5.1, adversarial stochastic noise) with adversarial deterministic noise (e.g., from zero-order
oracle (6)). Then the gradient approximation (7) with one-point feedback takes the following form:

g̃(x, ξ, e) = d
f̃(x + γre, ξ1)− f̃(x− γre, ξ2)

2γ
K(r)e, (11)

where the zero-order oracle
f̃(x, ξ1) = f(x) + ξ1 + δ(x), (12)

and ξ1 ̸= ξ2 are adversarial stochastic noises such that E[ξ21 ] ≤ ∆̃2 and E[ξ22 ] ≤ ∆̃2, ∆̃ ≥ 0, and
δ(x) is adversarial deterministic noise, |δ(x)| ≤ ∆, ∆ ≥ 0 is a level of noise. The random variables
ξ1 and ξ2 are independent from e and r. Also, this concept does not require the assumption of
zero-mean ξ1 and ξ2. It is enough that E[ξ1e] = 0 and E[ξ2e] = 0. It is worth noting that the
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approximation of gradient (11) is also a gradient approximation with one-point feedback as in
Subsection 5.1. This approximation implies calculating the value of objective function on different
realizations ξ1 ̸= ξ2. In the case when ξ1 = ξ2 we can say that the gradient approximations
considered in this subsection and in the discussion of Theorem 1 are identical. The following
theorem presents the convergence results of ZO-MB-SGD method with the gradient approximation
(11) via a zero-order oracle (12).

Theorem 3 Let function f(x) satisfy Assumptions 1 - 2 and the gradient approximation (11)
satisfy Assumptions 3 - 4 then by choosing the step size η ≤ 1

(M+1)L2
there exists parameters

M ≤ β3d, σ2 ≤ β3d2L2
2γ

2 +
β3d2(∆2 + ∆̃2)

γ2
, m = 0, ζ2 ≤ β2d2L2

βγ
2(β−1) +

β2d2∆2

γ2

such that Algorithm 1 with gradient approximation (11) and γ ≤ O
(
∆1/β

)
achieves the following

error floor
Ef(xN)− f ∗ = max

{
ε,O

(
d2∆

2(β−1)
β

)}
,

where f ∗ is the solution to problem (8).

The results of Theorem 3 show that the Algorithm 1 with gradient approximation (11), which
is corrupted by adversarial deterministic and stochastic noises, converges to the following asymp-
tote O

(
d2∆

2(β−1)
β

)
with linear rate. This result can be restated: the maximum permissible level

of adversarial deterministic noise to achieve ε-accuracy is ∆ ≤ O
(
ε

β
2(β−1)d

−β
β−1

)
. As a result, we

indicate exactly adversarial deterministic noise, because the adversarial stochastic noise does not
accumulate in the bias as well as in the variance (if the batch size is large enough). In contrast
to stochastic noise, it is the adversarial deterministic noise that defines the level of asymptote
(since it accumulates in the bias). Note that in this zero-order oracle concept, too, gradient ap-
proximation with "kernel-based" approach achieves a better error floor than Gaussian approach
O (d2∆). See Appendix G and K for a proof of convergence results through kernel and Gaussian
approximation approaches, respectively.

6. IMPROVED ESTIMATES OF TABLE 2

In this section, we show how the estimates obtained in this paper on the oracle T complexity, as
well as on the maximum noise level ∆, change using an improved analysis (presented in [67]) of the
bias and second moment estimates of the Kernel approximation of the gradient, see e.g., (7).

Chronologically speaking, this paper was submitted to arXiv in May 2023 and is the first paper in
which a gradient-free algorithm (via Kernel approximation) is proposed for solving including non-
convex optimization problems satisfying the Polyak–Lojasiewicz condition. However, we believe
that it is not correct not to mention the work [67], which appeared on arXiv in June 2023, in which
the authors proposed an improved analysis for the Kernel approximation and showed an improved
estimate on the total number of oracle calls. Despite the superiority in terms of oracle complexity,
the results of this paper are independently interesting and partially state of the art, at least in
terms of iteration complexity (since we achieve optimal estimates in the case β = 2, as well as the
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Table 3: Comparison of iteration complexity #N oracle complexity, #T and maximum noise level #∆ of the
algorithm with the following approaches: Kernel and Gaussian approximations for zero-order oracle cases
① : f̃(x) = f(x) + δ(x), ② : f̃(x, ξ) = f(x, ξ) + δ(x), ③ : f̃(x, ξ) = f(x) + ξ, ④ : f̃(x, ξ) = f(x) + ξ +
δ(x). In both approaches, the dependence of the estimates on the batch size B is presented. Notation:
β = order of smoothness, ε = accuracy of the solution to the problem, d = dimension, µ = Polyak–
Lojasiewicz condition constant. Updated Table 2 with new analysis from paper [67]

Case Batch Gaussian approximation Kernel approximation

Size # N # T # ∆ # N # T # ∆

①, ②, ④
B ∈ [1, β3d] Õ

(
d
B
µ−1
)

Õ (dµ−1) ∆ ≤ µεd−1 Õ
(
d
B
µ−1
)

Õ (dµ−1) ∆ ≤ µεd−1

B > β3d Õ (µ−1) max
{
Õ (µ−1B) , Õ

(
d2∆2

ε2µ3

)}
∆ ≤ µεd−1 Õ (µ−1) max

{
Õ (µ−1B) , Õ

(
d2∆2

ε
β

β−1 µ
2β−1
β−1

)}
∆ ≤ (µε)

β
2(β−1)

d

③
B ∈ [1, β3d] Õ

(
d
B
µ−1
)

Õ (dµ−1) ∆ ≤ µεd−1/2 Õ
(
d
B
µ−1
)

Õ (dµ−1) ∆ ≤ µεd−1/2

B > β3d Õ (µ−1) max
{
Õ (µ−1B) , Õ

(
d2∆2

ε2µ3

)}
∆ ≤ µεd−1B1/2 Õ (µ−1) max

{
Õ (µ−1B) , Õ

(
d2∆2

ε
β

β−1 µ
2β−1
β−1

)}
∆ ≤ (µε)

β
2(β−1)

d
B1/2

best we know in the case β > 2), as well as in terms of maximum noise (since we explicitly derive
∆ > 0, at which we can still guarantee «good» convergence).

But applying the improved estimates on the bias

∥E [g̃(x, ξ, e)]−∇f(x)∥2 ≤ κβ
L

(l − 1)!
· d

d + β − 1
τβ−1,

and second moment

E
[
∥g̃(x, ξ, e)∥22

]
≤ 4dE

[
∥∇f(x)∥22

]
+ 4dκL2τ 2 +

κd2∆̃2

τ 2
.

from [67] (here the authors consider the case of a zero-order oracle (10) with stochastic noise
E [ξ21 ] ≤ ∆̃2, which is generalized to deterministic noise |δ(x)| ≤ ∆ (see, for example, Appendix D))
to the analysis of the gradient-free algorithm proposed in this paper we obtain the following results
(see Table 3, changes are highlighted). It is not difficult to see that the changes are mainly in
the dimensionality of the problem d, namely the problem dimensionality in the obtained estimates
does not depend on the order of smoothness β. Thus, at this point it is safe to say that Table 3
represents the state-of-the-art results.

7. DISCUSSION

To create optimal algorithms for three criteria: oracle complexity, iteration complexity, and max-
imum level of admissible noise still allowing to guarantee certain accuracy usually use accelerated
batched algorithms as a base. This way, optimal iterative and oracle complexities are achieved.
However, for a smooth optimization problem with a PL condition [41] showed that the non-
accelerated algorithms are optimal. That is why we chose the stochastic gradient descent method
(the batched version), which is frequently used in almost all fields of machine learning. By doing
so, we guaranteed the optimal oracle and iteration complexity. Also using known techniques from
[18], we obtained an estimate for the maximum allowable adversarial noise level, which is the best
among the estimates we know. Thus, the proposed Algorithm 1 can highly likely be considered
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optimal by three criteria at once: the iteration number [41], the oracle complexity [20], and the
maximum adversarial noise level [37].

Our theoretical results show that in the presence of adversarial noise, Algorithm 1 or its analog
(e.g., from [36]) converges only to an asymptote (error floor). Since adaptive to adversarial noise is
an important property of zero-order algorithm [see, e.g., 14], we considered two models of adversarial
noise: deterministic and stochastic. From Theorems 2 and 3, we can see that adversarial stochastic
noise does not accumulate in the bias. This is an essential difference between the two noise models.

The theoretical results show the advantage of our approach over the approach that used approx-
imation with forward finite difference via Gaussian smoothing from [36]. They studied a SGD with
biased gradient in an optimization problem under PL condition. But there exists for the smooth
case a randomized approximation [18], e.g., via L2-randomization, which was not considered in [36].
A natural question arises: Is Algorithm 1 superior to the gradient-free counterpart of Algorithm
with approximation of the gradient via L2-randomization in optimization problems under the PL
condition? After all, the only difference between these approaches is that our approach (kernel ap-
proximation) uses increased smoothness information. We explore this question in the experiments.
And it turns out the answer to that question is positive (see more details Section 8). Thus, the
Zero-Order Mini-batch Stochastic Gradient Descent method (see Algorithm 1) is robust for solving
the problem under the PL condition.

8. EXPERIMENTS

In this section, we focus on verifying whether our theoretical bounds are aligned with the numerical
performance of the Zero-Order Mini-batch SGD method. In particular, we compare Algorithm 1
with the gradient-free counterpart from [36] which uses Gaussian smoothing approximation instead
of the exact gradient. In all tests we understand adversarial noise as a computational error (man-
tissa).

We consider a standard problem satisfying the Polyak–Lojasiewicz condition. Namely, the
solution of a system of p nonlinear equations [40]. The optimization problem (1) have the following
form:

min
x∈Rd

f(x) := ∥g(x)∥22,

where g(x) = 0 is a system of p nonlinear equations such that p ≤ d,

g(x) = C sin(x) + D cos(x)− b,

x ∈ Rd, C,D ∈ Rp×d and b ∈ Rp. We use the weighted sums of the Legendre polynomials as
the kernel K(r). For example, we have the following values for β = {1, 2, 3, 4, 5, 6} [11]:

Kβ(r) = 3r β = 1, 2;

Kβ(r) =
15r

4
(5− 7r3) β = 3, 4;

Kβ(r) =
195r

64
(99r4 − 126r2 + 35) β = 5, 6.

In Figure 1, we compare Algorithm 1 ("Kernel" approximation) with the gradient-free coun-
terpart of the algorithm from [36] ("Gaussian" approximation). We observe that Algorithm 1
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significantly surpasses its counterpart in terms of convergence rate and error floor. We also see
that when we increase batch size (e.g., from B = 1 to B = 10) convergence neighborhood of the
ZO-MB-SGD method decreases.

Figure 1: Comparing Algorithm 1 with gradient-
free Algorithm from [36] and effect of the param-
eter B (batch size) on the convergence neighbor-
hood of Zero-Order Mini-batch Stochastic Gra-
dient Descent. Here we optimize f(x) with the
parameters: d = 16 (dimensional of problem),
p = 5 (number of nonlinear equations), γ = 0.01
(smoothing parameter), η = 0.01 (fixed step
size), B = {1, 10} (batch size), β = 3 (order of
smoothness).

hello

Figure 2: Effect of the parameter γ (smoothing pa-
rameter) on the error floor. Here we optimize f(x)
with parameters: d = 128 (dimensional of prob-
lem), p = 16 (number of nonlinear equations),
γ = {0.1, 0.001} (smoothing parameter), η = 0.01
(fixed step size), B = 2 (batch size), β = 3 (or-
der of smoothness).

Figure 2 shows the effect of the smoothing parameter γ on the error floor. We can observe that
the parameter γ directly affects the error floor. We also note that with different parameters γ the
Zero-Order Mini-batch SGD (see Algorithm 1) retains its significant superiority over its counterpart.

To validate the robustness of our Algorithm (1), we now introduce the following gradient ap-
proximation via L2 randomization which is well considered e.g. in [26]:

g̃(x, e) = d
f(x + γe)− f(x− γe)

2γ
e, (13)

where e is uniformly distributed on Sd
2(1). Then Figure 3 demonstrates the effect of the smooth-

ness order parameter on the convergence rate and the error floor, where "L2 approximation" is
a gradient-free counterpart of algorithm [36] with (13). We see that L2 approximation has the
same convergence rate as "Gaussian" approximation, but has a better error floor (i.e. shows effi-
ciency of the randomization). We also observe that the advantages of the high order of smoothness
improve the error floor of Algorithm 1. By comparing the L2 approximation with Algorithm 1, we
see the efficiency of the "Kernel" (in terms of the error floor), which uses information about highly
smoothness. See Appendix A for the effect of the parameters d and p on the convergence rate and
the error floor.
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Figure 3: Effect of the parameter β on the convergence rate and the error floor. Here we optimize f(x)
with the parameters: d = 256 (dimensional of problem), p = 32 (number of nonlinear equations), γ = 0.1
(smoothing parameter), η = 0.01 (fixed step size), B = 10 (batch size), β = {3, 5} (order of smoothness).

9. CONCLUSIONS

We proposed a Zero-Order Minibatch SGD method for solving smooth nonconvex optimization
problems under the Polyak–Lojasiewicz condition. We generalized our results to stochastic prob-
lems under adversarial noise, considering the possible options: when two-point feedback is available
and when only one-point feedback is available. Our algorithm showed efficiency on the standard
(for problems under the Polyak–Lojasiewicz condition) example of solving a system of nonlin-
ear equations.
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A. ANALYZING EFFECT OF PROBLEM PARAMETERS ON ALGORITHMS

In Figure 4 we show the effect of the parameters d and p on the convergence rate and error floor.
We can observe the behavior of the algorithms via the following approaches of approximating the
gradient oracle (see Definition 1): "Kernel" approximation, "Gaussian" approximation and L2 ap-
proximation at different parameters of the dimensional of the problem and the number of nonlinear
equations. When increasing the number of nonlinear equations, we see that all algorithms worsen
the convergence rate, but do not change the error floor. And when increasing the dimensional of the
problem, we observe that only the "Kernel" approximation and the L2 approximation improve the
error floor (i.e. shows the efficiency of the randomization). We note that Algorithm 1 surpasses its
counterparts in all the above cases (at different parameters), thereby confirming that the Algorithm
1 is robust for solving the problem under the Polyak–Lojasiewicz condition in general.

Figure 4: Effect of the parameters d (dimensional of problem) and p (number of nonlinear equations)
on the convergence rate and the error floor. Here we optimize f(x) with the following parameters: d =
{128, 256, 512} (dimensional of problem), p = {8, 16, 32, 64, 128} (number of nonlinear equations), γ = 0.1
(smoothing parameter), η = 0.01 (fixed step size), B = 10 (batch size), β = 3 (order of smoothness).
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B. AUXILIARY FACTS AND RESULTS

In this section we list the auxiliary facts and results that we use several times in our proofs.

B.1. Squared norm of the sum

For all a1, ..., an ∈ Rd, where n = {2, 3}

∥a1 + ... + an∥22 ≤ n∥a1∥22 + ... + n∥an∥22. (14)

B.2. Fact from concentration of the measure

Let e is uniformly distributed on the Euclidean unit sphere, then, for d ≥ 8, ∀s ∈ Rd

Ee

(
⟨s, e⟩2

)
≤ ∥s∥

2
2

d
. (15)

B.3. Gaussian smoothing. Upper bounds for the moments

(Proved in Lemma 1, [21]). Let u ∼ N (0, 1) is a random Gaussian vector, then we have

for p ∈ [0, 2] : Eu[∥u∥p2] ≤ dp/2; (16)

for p ≥ 2 : Eu[∥u∥p2] ≤ (p + d)p/2. (17)

B.4. Fact from Gaussian approximation

(Proved in Theorem 3, [21]). Let f is differentiable at x ∈ Rd and u ∼ N (0, 1) is normally
distributed random Gaussian vector, then we have

Eu[⟨∇f(x), u⟩2∥u∥22] ≤ (d + 4)∥∇f(x)∥22. (18)

B.5. Taylor expansion

Using the Taylor expansion we have

f(x + γre) = f(x) + ⟨∇f(x), γre⟩+
∑

2≤|n|≤l

(rγ)|n|

n!
D(n)f(x)en + R(γre), (19)

whereby assumption
|R(γre)| ≤ L∥γre∥β2 = L|r|βγβ. (20)

B.6. Kernel property

If e is uniformly distributed on unit sphere we have E[eeT] = (1/d)Id×d, where Id×d is the identity
matrix. Therefore, using the facts E[rK(r)] = 1 and E[r|n|K(r)] = 0 for 2 ≤ |n| ≤ l we have

E

d
γ

⟨∇f(x), γre⟩+
∑

2≤|n|≤l

(rγ)|n|

n!
D(n)f(x)en

K(r)e

 = ∇f(x). (21)
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B.7. Bounds of the Weighted Sum of Legendre Polynomials

Let κβ =
∫
|u|β|K(u)|du and set κ =

∫
K2(u)du. Then if K be a weighted sum of Legendre

polynomials, then it is proved in (see Appendix A.3, [11]) that κβ and κ do not depend on d,
they depend only on β, such that for β ≥ 1:

κβ ≤ 2
√

2(β − 1), (22)

κ ≤ 3β3. (23)

C. THE CONVERGENCE RATE OF SGD WITH BIASED GRADIENT

Lemma 2 (Lemma 1) Let {xk}k≥0 denote the iterates of Algorithm Mini-batch SGD, function f
satisfy Assumptions 1-2 with β = 2, and the gradient oracle (3) satisfy Assumptions 3-4. Then
there exists step size η ≤ 1

(M+1)L2
such that it hold ∀N ≥ 0 and an arbitrary batch size B

E[f(xN)]− f ∗ ≤ (1− ηµ(1−m))N(f(x0)− f ∗) +
ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
. (24)

where L2 is constant of the Lipschitz gradient such that ∥∇f(x)−∇f(y)∥2 ≤ L2∥x− y∥2.

P r o o f By the L2-smoothness of f and choice of the step size η ≤ 1
(M+1)L2

we have

E[f(xk+1)] ≤ f(xk) + ⟨∇f(xk), xk+1 − xk⟩+
L2

2
∥xk+1 − xk∥22

≤ f(xk)− η⟨∇f(xk),E[gk]⟩+
η2L2

2

(
E
[
∥gk − E[gk]∥22

]
+ E

[
∥E[gk]∥22

])
(3)
= f(xk)− η⟨∇f(xk),∇f(xk) + b(xk)⟩+

η2L2

2

(
E
[
∥n(xk, ξ)∥22

]
+ E

[
∥∇f(xk) + b(xk)∥22

])
(4)
≤ f(xk)− η⟨∇f(xk),∇f(xk) + b(xk)⟩+

η2L2

2

(
(M + 1)E

[
∥∇f(xk) + b(xk)∥22

]
+ σ2

)
= f(xk) +

η

2

(
±∥∇f(xk)∥22 − 2⟨∇f(xk),∇f(xk) + b(xk)⟩+ ∥∇f(xk) + b(xk)∥22

)
+

η2L2

2
σ2

= f(xk) +
η

2

(
−∥∇f(xk)∥22 + ∥b(xk)∥22

)
+

η2L2

2
σ2

(2),(5)
≤ (1− ηµ(1−m))(f(xk)− f ∗) +

ηζ2

2
+

η2L2

2
σ2 + f ∗. (25)

Applying recursion to (25) and adding batching (with batch size B) we obtain

E[f(xN)]− f ∗ ≤ (1− ηµ(1−m))N(f(x0)− f ∗) +
ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
.

Further structure of the appendix has close to block form. In particular, the first block
(Appendices D-G) describes in detail the obtaining results for the approach proposed in this article
to develop a gradient-free algorithm. Namely, the approach that implied using the "kernel-based"
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approximation (Kernel approximation) instead of the gradient oracle (3). While the second block
(AppendicesH-K) provides a detailed description of obtaining results for the competing approach of
developing gradient-free algorithms. In particular, the approach that uses Gaussian approximation
instead of the gradient oracle (3). Each block considers different cases of a zero-order oracle.
For instance, Appendix D and H consider zero-order oracle with adversarial deterministic noise
described in Section 4. The stochastic case with the same concept of adversarial noise in a zero-order
oracle generating a gradient approximation with two-point feedback, which is briefly described in the
discussion of the results of Theorem 1, is discussed in Appendix E and I. Also in Appendix F and J,
the case of a zero-order oracle with adversarial stochastic noise, described in Subsection 5.1, is
considered in detail. The final case in each block (Appendix G and K) is a zero-order oracle case,
combining adversarial deterministic and stochastic noise considered in Subsection 5.2. Note that
the last two considered cases of zero-order oracle generate a gradient approximation with one-point
feedback (see Section 5).

D. PROOF OF THEOREM 1

D.1. Kernel approximation

The "kernel-based" approximation of gradient has the following form (7):

g̃(x, e) = d
f̃(x + γre)− f̃(x− γre)

2γ
K(r)e,

where f̃(x) is defined in (6).

D.2. Bias square

By definition (7) we have

∥E[g̃(x,e)]−∇f(x)∥2 = ∥ d
2γ

E
[(

f̃(x + γre)− f̃(x− γre)
)
eK(r)

]
−∇f(x)∥2

(6)
= ∥ d

2γ
E [(f(x + γre)− f(x− γre) + δ(x + γre)− δ(x− γre)) eK(r)]−∇f(x)∥2

(19)
= ∥d

γ
E[(⟨∇f(x), γre⟩+

∑
2≤|n|≤l odd

(rγ)|n|

n!
D(n)f(x)en +

R(γre)−R(−γre)

2

+
δ(x + γre)− δ(x− γre)

2
)eK(r)]−∇f(x)∥2

(21)
= ∥ d

2γ
E [(R(γre)−R(−γre) + δ(x + γre)− δ(x− γre)) eK(r)] ∥2

≤ d

2γ
E [|R(γre)−R(−γre) + δ(x + γre)− δ(x− γre)||K(r)|]

(20)
≤ κβd

(
Lβγ

β−1 +
∆

γ

)
. / ∗ the distribution of e is symmetric ∗ /
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Then, we can find bias square

∥b(x)∥22 = ∥E[g̃(x, e)]−∇f(x)∥22
(14)
≤ 2κ2

βd
2L2

βγ
2(β−1) + 2

κ2
βd

2∆2

γ2
. (26)

D.3. Second moment

By definition (7) we have

E
[
∥g̃(x, e)∥22

]
=

d2

4γ2
E
[
∥ (f(x + γre)− f(x− γre) + δ(x + γre)− δ(x− γre))K(r)e∥22

]
=

d2

4γ2
E
[
(f(x + γre)− f(x− γre) + 2δ(x + γre))2K2(r)∥e∥22

]
(14)
≤ d2

2γ2

(
E
[
(f(x + γre)− f(x− γre))2K2(r)

]
+ 4κ∆2

)
. (27)

Using fact
√

E
[
∥e∥4q

]
≤ min {q − 1, 16 ln d− 8} d2/q−1 to the first multiplier (27) we get

d2

2γ2
Ee[(f(x + γre)− f(x− γre))2] =

d2

2γ2
Ee

[
((f(x + γre)− f(x− γre)± f(x)± 2⟨∇f(x), γre⟩)2

]
(14)
≤ 3d2

2γ2
Ee [(f(x + γre)− f(x)− ⟨∇f(x), γre⟩)2

+
(
f(x− γre)− f(x)− ⟨∇f(x),−γre⟩)2 + 4⟨∇f(x), γre⟩2

]
≤ 3d2

2γ2
Ee

[
L2
2

2
∥γre∥42 + 4⟨∇f(x), γre⟩2

]
(28)

(15)
≤ 3d2

2γ2

(
L2
2γ

4

2
Ee

[
∥e∥42

]
+

4γ2∥∇f(x)∥22
d

)
≤ 6d∥∇f(x)∥22 +

3d2L2
2γ

2

4
, (29)

where (28) we obtained by applying the property of the Lipschitz continuous gradient.
By substituting (29) into (27) and using independence of e and r we obtain

E
[
∥g̃(x, e)∥22

]
≤ κ

(
6d∥∇f(x)∥22 +

3d2L2
2γ

2

4
+

2d2∆2

γ2

)
. (30)
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D.4. Convergence rate

From the inequalities (26) and (30) we can conclude that Assumption 3 holds with the choice

σ2 (23)
= O

(
β3d2L2

2γ
2 +

β3d2∆2

γ2

)
, M = O

(
β3d
)
. (31)

and that Assumption 4 also holds with the choice

m = 0, ζ2
(22)
= O

(
β2d2L2

βγ
2(β−1) +

β2d2∆2

γ2

)
. (32)

Now to find the asymptote to which the Algorithm 1 converges with the gradient approximation
(7), substitute the parameters (31), (32) into the second and third terms (24) with η = O (1/M):

E[f(xN)]− f ∗ ≤ ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
= O

(
β2d2L2

βγ
2(β−1) +

β2d2∆2

γ2
+

dL2
2γ

2

B
+

d∆2

Bγ2

)
.

Since B can be taken as large, the first two terms are responsible for the asymptote. We find
the optimal smoothing parameter γ that minimizes the first two terms:

E[f(xN)]− f ∗ ≤ β2d2γ2(β−1) +
β2d2∆2

γ2
= O

(
d2∆

2(β−1)
β

)
, (33)

where γ = ∆1/β is optimal smoothing parameter. Then from (33) we can find the maximum noise
level, assuming that d2∆ ≤ ε, for ε > 0 then we have

∆ = O
(
ε

β
2(β−1)d

−β
β−1

)
.

E. PROOF OF CONVERGENCE OF ALGORITHM 1 WITH TWO-POINT
FEEDBACK

E.1. Kernel approximation

The "kernel-based" approximation of gradient has the following form:

g̃(x, ξ, e) = d
f̃(x + γre, ξ)− f̃(x− γre, ξ)

2γ
K(r)e, (34)

where the zero-order oracle f̃(x, ξ) is defined as follows:

f̃(x, ξ) = f(x, ξ) + δ(x), (35)

δ(x) is adversarial deterministic noise, |δ(x)| ≤ ∆ is a level of noise.
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E.2. Bias square

By definition (34) we have

∥E[g̃(x,ξ, e)]−∇f(x)∥2 = ∥ d
2γ

E
[(

f̃(x + γre, ξ)− f̃(x− γre, ξ)
)
eK(r)

]
−∇f(x)∥2

(8),(35)
= ∥ d

2γ
E [(f(x + γre)− f(x− γre) + δ(x + γre)− δ(x− γre)) eK(r)]−∇f(x)∥2

(19)
= ∥d

γ
E[(⟨∇f(x), γre⟩+

∑
2≤|n|≤l odd

(rγ)|n|

n!
D(n)f(x)en +

R(γre)−R(−γre)

2

+
δ(x + γre)− δ(x− γre)

2
)eK(r)]−∇f(x)∥2

(21)
= ∥ d

2γ
E [(R(γre)−R(−γre) + δ(x + γre)− δ(x− γre)) eK(r)] ∥2

≤ d

2γ
E [|R(γre)−R(−γre) + δ(x + γre)− δ(x− γre)||K(r)|]

(20)
≤ κβd

(
Lβγ

β−1 +
∆

γ

)
. / ∗ the distribution of e is symmetric ∗ /

Then, we can find bias square

∥b(x)∥22 = ∥E[g̃(x, ξ, e)]−∇f(x)∥22 ≤
(
κβdLβγ

β−1 +
κβd∆

γ

)2 (14)
≤

2κ2
βd

2

γ2

(
L2
βγ

2β + ∆2
)
. (36)

E.3. Second moment

By definition (34) we have

E
[
∥g̃(x, ξ, e)∥22

]
=

d2

4γ2
E
[
∥ (f(x + γre, ξ)− f(x− γre, ξ) + δ(x + γre)− δ(x− γre))K(r)e∥22

]
=

d2

4γ2
E
[
(f(x + γre, ξ)− f(x− γre, ξ) + 2δ(x + γre))2K2(r)∥e∥22

]
(14)
≤ d2

2γ2

(
E
[
(f(x + γre, ξ)− f(x− γre, ξ))2K2(r)

]
+ 4κ∆2

)
. (37)

26



Using fact
√

E
[
∥e∥4q

]
≤ min {q − 1, 16 ln d− 8} d2/q−1 to the first multiplier (37) we get

d2

2γ2
Ee[(f(x + γre, ξ)− f(x− γre, ξ))2]

=
d2

2γ2
Ee

[
((f(x + γre, ξ)− f(x− γre, ξ)± f(x, ξ)± 2⟨∇f(x, ξ), γre⟩)2

]
(14)
≤ 3d2

2γ2
Ee [(f(x + γre, ξ)− f(x, ξ)− ⟨∇f(x, ξ), γre⟩)2

+
(
f(x− γre, ξ)− f(x, ξ)− ⟨∇f(x, ξ),−γre⟩)2 + 4⟨∇f(x, ξ), γre⟩2

]
≤ 3d2

2γ2
Ee

[
L2
2

2
∥γre∥42 + 4⟨∇f(x, ξ), γre⟩2

]
(38)

(15)
≤ 3d2

2γ2

(
L2
2γ

4

2
Ee

[
∥e∥42

]
+

4γ2∥∇f(x, ξ)∥22
d

)
≤ 6d∥∇f(x, ξ)∥22 +

3d2L2
2γ

2

4
, (39)

where (38) we obtained by applying the property of the Lipschitz continuous gradient.
By substituting (39) into (37) and using independence of e and r we obtain

E
[
∥g̃(x, ξ, e)∥22

]
≤ κ

(
6d∥∇f(x, ξ)∥22 +

3d2L2
2γ

2

4
+

2d2∆2

γ2

)
. (40)

E.4. Convergence rate

From the inequalities (36) and (40) we can conclude that Assumption 3 holds with the choice

σ2 (23)
= O

(
β3d2L2

2γ
2 +

β3d2∆2

γ2

)
, M = O

(
β3d
)
. (41)

and that Assumption 4 also holds with the choice

m = 0, ζ2
(22)
= O

(
β2d2L2

βγ
2(β−1) +

β2d2∆2

γ2

)
. (42)

Now to find the asymptote to which the Algorithm 1 converges with the gradient approximation
(34), substitute the parameters (41), (42) into the second and third terms (24) with η = O (1/M):

E[f(xN)]− f ∗ ≤ ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
= O

(
β2d2L2

βγ
2(β−1) +

β2d2∆2

γ2
+

dL2
2γ

2

B
+

d∆2

Bγ2

)
.

Since B can be taken as large, the first two terms are responsible for the asymptote. We find
the optimal smoothing parameter γ that minimizes the first two terms:

E[f(xN)]− f ∗ ≤ β2d2γ2(β−1) +
β2d2∆2

γ2
= O

(
d2∆

2(β−1)
β

)
, (43)
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where γ = ∆1/β is optimal smoothing parameter. Then from (43) we can find the maximum noise
level, assuming that d2∆ ≤ ε, for ε > 0 then we have

∆ = O
(
ε

β
2(β−1)d

−β
β−1

)
.

F. PROOF OF THEOREM 2

F.1. Kernel approximation

The "kernel-based" approximation of gradient has the following form (9):

g̃(x, ξ, e) = d
f̃(x + γre, ξ1)− f̃(x− γre, ξ2)

2γ
K(r)e,

where f̃(x, ξ) is defined in (10).

F.2. Bias square

By definition (9) we have

∥E[g̃(x, ξ, e)]−∇f(x)∥2 = ∥ d
2γ

E
[(

f̃(x + γre, ξ)− f̃(x− γre, ξ)
)
eK(r)

]
−∇f(x)∥2

(10)
= ∥ d

2γ
E [(f(x + γre)− f(x− γre) + ξ1 − ξ2) eK(r)]−∇f(x)∥2

(19)
= ∥d

γ
E[(⟨∇f(x), γre⟩+

∑
2≤|n|≤l odd

(rγ)|n|

n!
D(n)f(x)en

+
R(γre)−R(−γre)

2
)eK(r)]−∇f(x)∥2

(21)
= ∥ d

2γ
E [(R(γre)−R(−γre)) eK(r)] ∥2

≤ d

2γ
E [|R(γre)−R(−γre)||K(r)|]

(20)
≤ κβdLβγ

β−1.

Then, we can find bias square

∥b(x)∥22 = ∥E[g̃(x, ξ, e)]−∇f(x)∥22 ≤
(
κβdLβγ

β−1
)2

= κ2
βd

2L2
βγ

2(β−1). (44)
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F.3. Second moment

By definition (9) we have

E
[
∥g̃(x, ξ, e)∥22

]
=

d2

4γ2
E
[
∥ (f(x + γre)− f(x− γre) + ξ1 − ξ2)K(r)e∥22

]
=

d2

4γ2
E
[
(f(x + γre)− f(x− γre) + ξ1 − ξ2)

2K2(r)∥e∥22
]

(14)
≤ d2

2γ2

(
E
[
(f(x + γre)− f(x− γre))2K2(r)

]
+ 4κ∆̃2

)
. (45)

Using fact
√

E
[
∥e∥4q

]
≤ min {q − 1, 16 ln d− 8} d2/q−1 to the first multiplier (37) we get

d2

2γ2
Ee

[
(f(x + γre)− f(x− γre))2

]
=

d2

2γ2
Ee

[
((f(x + γre)− f(x− γre)± f(x)± 2⟨∇f(x), γre⟩)2

]
(14)
≤ 3d2

2γ2
Ee [(f(x + γre)− f(x)− ⟨∇f(x), γre⟩)2

+
(
f(x− γre)− f(x)− ⟨∇f(x),−γre⟩)2 + 4⟨∇f(x), γre⟩2

]
≤ 3d2

2γ2
Ee

[
L2
2

2
∥γre∥42 + 4⟨∇f(x), γre⟩2

]
(46)

(15)
≤ 3d2

2γ2

(
L2
2γ

4

2
Ee

[
∥e∥42

]
+

4γ2∥∇f(x)∥22
d

)
≤ 6d∥∇f(x)∥22 +

3d2L2
2γ

2

4
, (47)

where (46) we obtained by applying the property of the Lipschitz continuous gradient.
By substituting (47) into (45) and using independence of e and r we obtain

E
[
∥g̃(x, ξ, e)∥22

]
≤ κ

(
6d∥∇f(x)∥22 +

3d2L2
2γ

2

4
+

2d2∆̃2

γ2

)
. (48)

F.4. Convergence rate

From the inequalities (44) and (48) we can conclude that Assumption 3 holds with the choice

σ2 (23)
= O

(
β3d2L2

2γ
2 +

β3d2∆̃2

γ2

)
, M = O

(
β3d
)
. (49)

and that Assumption 4 also holds with the choice

m = 0, ζ2
(22)
= O

(
β2d2L2

βγ
2(β−1)

)
. (50)
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Now to find the asymptote to which the Algorithm 1 converges with the gradient approximation
(9), substitute the parameters (49), (50) into the second and third terms (24) with η = O (1/M):

E[f(xN)]− f ∗ ≤ ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
= O

(
β2d2L2

βγ
2(β−1) +

dL2
2γ

2

B
+

d∆̃2

Bγ2

)
.

Since the batch size B can be taken large enough, there are no restrictions on the smoothing
parameter γ. Therefore, using the concept of the zero-order oracle (10) Zero-order Mini-batch SGD
(see Algorithm 1) with gradient approximation (9) can achieve the desired accuracy.

G. PROOF OF THEOREM 3

G.1. Kernel approximation

The "kernel-based" approximation of gradient has the following form (11):

g̃(x, ξ, e) = d
f̃(x + γre, ξ1)− f̃(x− γre, ξ2)

2γ
K(r)e,

where f̃(x, ξ) is defined in (12).

G.2. Bias square

By definition (11) we have

∥E[g̃(x,ξ, e)]−∇f(x)∥2 = ∥ d
2γ

E
[(

f̃(x + γre, ξ1)− f̃(x− γre, ξ2)
)
eK(r)

]
−∇f(x)∥2

(8),(12)
= ∥ d

2γ
E [(f(x + γre)− f(x− γre) + δ(x + γre)− δ(x− γre)) eK(r)]−∇f(x)∥2

(19)
= ∥d

γ
E[(⟨∇f(x), γre⟩+

∑
2≤|n|≤l odd

(rγ)|n|

n!
D(n)f(x)en +

R(γre)−R(−γre)

2

+
δ(x + γre)− δ(x− γre)

2
)eK(r)]−∇f(x)∥2

(21)
= ∥ d

2γ
E [(R(γre)−R(−γre) + δ(x + γre)− δ(x− γre)) eK(r)] ∥2

≤ d

2γ
E [|R(γre)−R(−γre) + δ(x + γre)− δ(x− γre)||K(r)|]

(20)
≤ κβd

(
Lβγ

β−1 +
∆

γ

)
. / ∗ the distribution of e is symmetric ∗ /

Then, we can find bias square

∥b(x)∥22 = ∥E[g̃(x, ξ, e)]−∇f(x)∥22
(14)
≤ 2κ2

βd
2L2

βγ
2(β−1) + 2

κ2
βd

2∆2

γ2
. (51)
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G.3. Second moment

By definition (11) we have

E
[
∥g̃(x, ξ, e)∥22

]
=

d2

4γ2
E
[
∥ (f(x + γre)− f(x− γre) + δ(x + γre)− δ(x− γre) + ξ1 − ξ2)K(r)e∥22

]
=

d2

4γ2
E
[
(f(x + γre)− f(x− γre) + 2δ(x + γre) + ξ1 − ξ2)

2K2(r)∥e∥22
]

(14)
≤ d2

2γ2

(
E
[
(f(x + γre)− f(x− γre))2K2(r)

]
+ 4κ∆2 + 4κ∆̃2

)
. (52)

Using fact
√

E
[
∥e∥4q

]
≤ min {q − 1, 16 ln d− 8} d2/q−1 to the first multiplier (52) we get

d2

2γ2
Ee[(f(x + γre)− f(x− γre))2]

=
d2

2γ2
Ee

[
((f(x + γre)− f(x− γre)± f(x)± 2⟨∇f(x), γre⟩)2

]
(14)
≤ 3d2

2γ2
Ee [(f(x + γre)− f(x)− ⟨∇f(x), γre⟩)2

+
(
f(x− γre)− f(x)− ⟨∇f(x),−γre⟩)2 + 4⟨∇f(x), γre⟩2

]
≤ 3d2

2γ2
Ee

[
L2
2

2
∥γre∥42 + 4⟨∇f(x), γre⟩2

]
(53)

(15)
≤ 3d2

2γ2

(
L2
2γ

4

2
Ee

[
∥e∥42

]
+

4γ2∥∇f(x)∥22
d

)
≤ 6d∥∇f(x)∥22 +

3d2L2
2γ

2

4
, (54)

where (53) we obtained by applying the property of the Lipschitz continuous gradient.
By substituting (54) into (52) and using independence of e and r we obtain

E
[
∥g̃(x, ξ, e)∥22

]
≤ κ

(
6d∥∇f(x, ξ)∥22 +

3d2L2
2γ

2

4
+

2d2(∆2 + ∆̃2)

γ2

)
. (55)

G.4. Convergence rate

From the inequalities (51) and (55) we can conclude that Assumption 3 holds with the choice

σ2 (23)
= O

(
β3d2L2

2γ
2 +

β3d2(∆2 + ∆̃2)

γ2

)
, M = O

(
β3d
)
. (56)

and that Assumption 4 also holds with the choice

m = 0, ζ2
(22)
= O

(
β2d2L2

βγ
2(β−1) +

β2d2∆2

γ2

)
. (57)
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Now to find the asymptote to which the Algorithm 1 converges with the gradient approximation
(11), substitute the parameters (56), (57) into the second and third terms (24) with η = O (1/M):

E[f(xN)]−f ∗ ≤ ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
= O

(
β2d2L2

βγ
2(β−1) +

β2d2∆2

γ2
+

dL2
2γ

2

B
+

d(∆2 + ∆̃2)

Bγ2

)
.

Since B can be taken as large, the first two terms are responsible for the asymptote. We find
the optimal smoothing parameter γ that minimizes the first two terms:

E[f(xN)]− f ∗ ≤ β2d2γ2(β−1) +
β2d2∆2

γ2
= O

(
d2∆

2(β−1)
β

)
, (58)

where γ = ∆1/β is optimal smoothing parameter. Then from (58) we can find the maximum noise
level, assuming that d2∆ ≤ ε, for ε > 0 then we have

∆ = O
(
ε

β
2(β−1)d

−β
β−1

)
.

H. GAUSSIAN SMOOTHING APPROACH FOR THEOREM 1

H.1. Definition Gaussian approximation

Let u ∼ N (0, 1) is a random Gaussian vector, γ > 0 is smoothing parameter then Gaussian
smoothing approximation has the following form:

g̃(x,u) =
f̃(x + γu)− f̃(x)

γ
u, (59)

where f̃ is defined in (6).

H.2. Bias square

By definition Gaussian approximation (59) we have

∥E[g̃(x,u)]−∇f(x)∥2 =

∥∥∥∥1

γ
E
[(

f̃(x + γu)− f̃(x)
)
u
]
−∇f(x)

∥∥∥∥
2

(6)
=

∥∥∥∥1

γ
E [(f(x + γu)− f(x) + δ(x + γu)− δ(x))u]−∇f(x)

∥∥∥∥
2

=

∥∥∥∥1

γ
Eu [(f(x + γu)− f(x)− γ⟨∇f(x),u⟩+ δ(x + γu)− δ(x))u]

∥∥∥∥
2

≤ L2γEu ∥u∥32 +
∆

γ
Eu ∥u∥2 / ∗ the distribution of u is symmetric ∗ /

(16),(17)
≤ L2γd

3/2 +
∆

γ
d1/2.

Then we can find the bias square:

∥b(x)∥22 = ∥E[g̃(x,u)]−∇f(x)∥22 ≤
(
L2γd

3/2 +
∆

γ
d1/2

)2 (14)
≤ 2L2

2γ
2d3 + 2

∆2

γ2
d. (60)
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H.3. Second moment

By definition (59) we have

E∥g̃(x,u)∥22 = E
[
∥1

γ

(
f̃(x + γu)− f̃(x)

)
u∥22
]

(6)
≤ 1

γ2
E
[
(f(x + γu)− f(x) + δ(x + γu)− δ(x))2 ∥u∥22

]
≤ 1

γ2
E
[
(f(x + γu)− f(x)± γ⟨∇f(x),u⟩+ δ(x + γu)− δ(x))2 ∥u∥22

]
(14)
≤ 3

γ2
L2
2γ

4Eu[∥u∥62] + 3Eu

[
⟨∇f(x),u⟩2∥u∥22

]
+

3∆2

γ2
Eu

[
∥u∥22

]
(16),(17),(18)
≤ 3L2

2γ
2d3 + 3d∥∇f(x)∥22 +

3d∆2

γ2
. (61)

H.4. Convergence rate

From the inequalities (60) and (61) we can conclude that Assumption 3 holds with the choice

σ2 = O
(
γ2d3 +

d∆2

γ2

)
, M = O (d) . (62)

and that Assumption 4 also holds with the choice

m = 0, ζ2 = O
(
γ2d3 +

∆2

γ2
d

)
. (63)

Now to find the asymptote to which the counterpart of Algorithm 1 converges with the approx-
imation (59), substitute the parameters (62), (63) into the second and third terms (24) with η =
O (1/M):

E[f(xN)]− f ∗ ≤ ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
= O

(
γ2d3 +

∆2

γ2
d +

γ2d2

B
+

∆2

Bγ2

)
.

Since B can be taken as large, the first two terms are responsible for the asymptote. We find
the optimal smoothing parameter γ that minimizes the first two terms:

E[f(xN)]− f ∗ ≤ γ2d3 +
∆2

γ2
d = O

(
∆d2

)
, (64)

where γ = ∆1/2d−1/2 is optimal smoothing parameter.
Then from (64) we can find the maximum noise level, assuming that ∆d2 ≤ ε, for ε >

0 then we have
∆ = O

( ε

d2

)
.
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I. GAUSSIAN SMOOTHING APPROACH WITH TWO-POINT FEEDBACK

I.1. Definition Gaussian approximation

Let u ∼ N (0, 1) is a random Gaussian vector, γ > 0 is smoothing parameter then Gaussian
smoothing approximation has the following form:

g̃(x, ξ,u) =
f̃(x + γu, ξ)− f̃(x, ξ)

γ
u, (65)

where f̃ is defined in (35).

I.2. Bias square

By definition Gaussian approximation (65) we have

∥b(x)∥2 = ∥E[g̃(x, ξ,u)]−∇f(x)∥2

=

∥∥∥∥1

γ
E
[(

f̃(x + γu, ξ)− f̃(x, ξ)
)
u
]
−∇f(x)

∥∥∥∥
2

(35)
=

∥∥∥∥1

γ
Eu [Eξ [(f(x + γu, ξ)]− Eξ [f(x, ξ)] + δ(x + γu)− δ(x))u]−∇f(x)

∥∥∥∥
2

(8)
=

∥∥∥∥1

γ
Eu [(f(x + γu)− f(x) + δ(x + γu)− δ(x))u]−∇f(x)

∥∥∥∥
2

=

∥∥∥∥1

γ
Eu [(f(x + γu)− f(x)− γ⟨∇f(x),u⟩+ δ(x + γu)− δ(x))u]

∥∥∥∥
2

≤ L2γEu ∥u∥32 +
∆

γ
Eu ∥u∥2 / ∗ the distribution of u is symmetric ∗ /

(16),(17)
≤ L2γd

3/2 +
∆

γ
d1/2.

Then we can find the bias square:

∥b(x)∥22 = ∥E[g̃(x, ξ,u)]−∇f(x)∥22 ≤
(
L2γd

3/2 +
∆

γ
d1/2

)2 (14)
≤ 2L2

2γ
2d3 + 2

∆2

γ2
d. (66)
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I.3. Second moment

By definition (65) we have

E∥g̃(x, ξ,u)∥22 = E
[
∥1

γ

(
f̃(x + γu, ξ)− f̃(x, ξ)

)
u∥22
]

(35)
≤ 1

γ2
E
[
(f(x + γu, ξ)− f(x, ξ) + δ(x + γu)− δ(x))2 ∥u∥22

]
≤ 1

γ2
E
[
(f(x + γu, ξ)− f(x, ξ)± γ⟨∇f(x, ξ),u⟩+ δ(x + γu)− δ(x))2 ∥u∥22

]
(14)
≤ 3

γ2
L2
2γ

4Eu[∥u∥62] + 3Eξ

[
Eu

[
⟨∇f(x, ξ),u⟩2∥u∥22

]]
+

3∆2

γ2
Eu

[
∥u∥22

]
(16),(17),(18)
≤ 3L2

2γ
2d3 + 3d∥∇f(x)∥22 +

3d∆2

γ2
. (67)

I.4. Convergence rate

From the inequalities (66) and (67) we can conclude that Assumption 3 holds with the choice

σ2 = O
(
γ2d3 +

d∆2

γ2

)
, M = O (d) , (68)

and that Assumption 4 also holds with the choice

m = 0, ζ2 = O
(
γ2d3 +

∆2

γ2
d

)
. (69)

Now to find the asymptote to which the counterpart of Algorithm 1 converges with the approx-
imation (65), substitute the parameters (68), (69) into the second and third terms (24) with η =
O (1/M):

E[f(xN)]− f ∗ ≤ ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
= O

(
γ2d3 +

∆2

γ2
d +

γ2d2

B
+

∆2

Bγ2

)
.

Since B can be taken as large, the first two terms are responsible for the asymptote. We find
the optimal smoothing parameter γ that minimizes the first two terms:

E[f(xN)]− f ∗ ≤ γ2d3 +
∆2

γ2
d = O

(
∆d2

)
, (70)

where γ = ∆1/2d−1/2 is optimal smoothing parameter.
Then from (70) we can find the maximum noise level, assuming that ∆d2 ≤ ε, for ε >

0 then we have
∆ = O

( ε

d2

)
.
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J. GAUSSIAN SMOOTHING APPROACH FOR THEOREM 2

J.1. Definition Gaussian approximation

Let u ∼ N (0, 1) is a random Gaussian vector, γ > 0 is smoothing parameter then Gaussian
smoothing approximation has the following form:

g̃(x, ξ,u) =
f̃(x + γu, ξ1)− f̃(x, ξ2)

γ
u, (71)

where f̃ is defined in (10).

J.2. Bias square

By definition Gaussian approximation (71) we have

∥E[g̃(x, ξ,u)]−∇f(x)∥2 =

∥∥∥∥1

γ
E
[(

f̃(x + γu, ξ1)− f̃(x, ξ2)
)
u
]
−∇f(x)

∥∥∥∥
2

(10)
=

∥∥∥∥1

γ
E [(f(x + γu)− f(x) + ξ1 − ξ2)u]−∇f(x)

∥∥∥∥
2

=

∥∥∥∥1

γ
Eu [(f(x + γu)− f(x)− γ⟨∇f(x),u⟩+ ξ1 − ξ2)u]

∥∥∥∥
2

≤ L2γEu ∥u∥32 (72)
(16),(17)
≤ L2γd

3/2.

where we receive (72) using that E[ξ1u] = 0 and E[ξ2u] = 0.
Then we can find the bias square:

∥b(x)∥22 = ∥E[g̃(x, ξ,u)]−∇f(x)∥22 ≤
(
L2γd

3/2
)2

= L2
2γ

2d3. (73)

J.3. Second moment

By definition (71) we have

E∥g̃(x, ξ,u)∥22 = E
[
∥1

γ

(
f̃(x + γu, ξ1)− f̃(x, ξ2)

)
u∥22
]

(10)
≤ 1

γ2
E
[
(f(x + γu)− f(x) + ξ1 − ξ2)

2 ∥u∥22
]

≤ 1

γ2
E
[
(f(x + γu)− f(x)± γ⟨∇f(x),u⟩+ ξ1 − ξ2)

2 ∥u∥22
]

(14)
≤ 3

γ2
L2
2γ

4Eu

[
∥u∥62

]
+ 3Eu

[
⟨∇f(x),u⟩2∥u∥22

]
+

3∆̃2

γ2
E
[
∥u∥22

]
(16),(17),(18)
≤ 3L2

2γ
2d3 + 3d∥∇f(x)∥22 +

3d∆̃2

γ2
. (74)
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J.4. Convergence rate

From the inequalities (73) and (74) we can conclude that Assumption 3 holds with the choice

σ2 = O
(
γ2d3 +

d∆2

γ2

)
, M = O (d) . (75)

and that Assumption 4 also holds with the choice

m = 0, ζ2 = O
(
γ2d3

)
. (76)

Now to find the asymptote to which the counterpart of Algorithm 1 converges with the approx-
imation (71), substitute the parameters (75), (76) into the second and third terms (24) with η =
O (1/M):

E[f(xN)]− f ∗ ≤ ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
= O

(
γ2d3 +

γ2d2

B
+

∆2

Bγ2

)
.

Since the batch size B can be taken large enough, there are no restrictions on the smoothing
parameter γ. Therefore, using the concept of the zero-order oracle (10) the gradient-free counter-
part of ZO-MB-SGD (see Algorithm 1) with gradient approximation (71) can achieve the desired
accuracy.

K. GAUSSIAN SMOOTHING APPROACH FOR THEOREM 3

K.1. Definition Gaussian approximation

Let u ∼ N (0, 1) is a random Gaussian vector, γ > 0 is smoothing parameter then Gaussian
smoothing approximation has the following form:

g̃(x, ξ,u) =
f̃(x + γu, ξ1)− f̃(x, ξ2)

γ
u, (77)

where f̃ is defined in (12).
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K.2. Bias square

By definition Gaussian approximation (77) we have

∥b(x)∥2 = ∥E[g̃(x, ξ,u)]−∇f(x)∥2

=

∥∥∥∥1

γ
E
[(

f̃(x + γu, ξ)− f̃(x, ξ)
)
u
]
−∇f(x)

∥∥∥∥
2

(12)
=

∥∥∥∥1

γ
Eu [(f(x + γu)− f(x) + δ(x + γu)− δ(x) + ξ1 − ξ2)u]−∇f(x)

∥∥∥∥
2

=

∥∥∥∥1

γ
Eu [(f(x + γu)− f(x)− γ⟨∇f(x),u⟩+ δ(x + γu)− δ(x))u]

∥∥∥∥
2

≤ L2γEu ∥u∥32 +
∆

γ
Eu ∥u∥2 / ∗ the distribution of u is symmetric ∗ /

(16),(17)
≤ L2γd

3/2 +
∆

γ
d1/2.

Then we can find the bias square:

∥b(x)∥22 = ∥E[g̃(x, ξ,u)]−∇f(x)∥22 ≤
(
L2γd

3/2 +
∆

γ
d1/2

)2 (14)
≤ 2L2

2γ
2d3 + 2

∆2

γ2
d. (78)

K.3. Second moment

By definition (77) we have

E∥g̃(x,ξ,u)∥22

= E
[
∥1

γ

(
f̃(x + γu, ξ)− f̃(x, ξ)

)
u∥22
]

(35)
≤ 1

γ2
E
[
(f(x + γu)− f(x) + δ(x + γu)− δ(x) + ξ1 − ξ2)

2 ∥u∥22
]

≤ 1

γ2
E
[
(f(x + γu)− f(x)± γ⟨∇f(x),u⟩+ δ(x + γu)− δ(x) + ξ1 − ξ2)

2 ∥u∥22
]

(14)
≤ 3

γ2
L2
2γ

4Eu[∥u∥62] + 3Eu

[
⟨∇f(x, ξ),u⟩2∥u∥22

]
+

3(∆2 + ∆̃2)

γ2
Eu

[
∥u∥22

]
(16),(17),(18)
≤ 3L2

2γ
2d3 + 3d∥∇f(x)∥22 +

3d(∆2 + ∆̃2)

γ2
. (79)

K.4. Convergence rate

From the inequalities (78) and (79) we can conclude that Assumption 3 holds with the choice

σ2 = O

(
γ2d3 +

d(∆2 + ∆̃2)

γ2

)
, M = O (d) . (80)
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and that Assumption 4 also holds with the choice

m = 0, ζ2 = O
(
γ2d3 +

∆2

γ2
d

)
. (81)

Now to find the asymptote to which the counterpart of Algorithm 1 converges with the approx-
imation (77), substitute the parameters (80), (81) into the second and third terms (24) with η =
O (1/M):

E[f(xN)]− f ∗ ≤ ζ2

2µ(1−m)
+

ηL2σ
2

2Bµ(1−m)
= O

(
γ2d3 + d

∆2

γ2
+

γ2d2

B
+

∆2 + ∆̃2

Bγ2

)
.

Since B can be taken as large, the first two terms are responsible for the asymptote. We find
the optimal smoothing parameter γ that minimizes the first two terms:

E[f(xN)]− f ∗ ≤ γ2d3 + d
∆2

γ2
= O

(
d2∆

)
, (82)

where γ = ∆1/2d−1/2 is optimal smoothing parameter.
Then from (82) we can find the maximum noise level, assuming that ∆d2 ≤ ε, for ε >

0 then we have
∆ = O

( ε

d2

)
.
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