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Abstract. In this paper, it was proposed a new concept of the inexact
higher degree (δ, L, q)-model of a function that is a generalization of the
inexact (δ, L)-model [24], (δ, L)-oracle [14] and (δ, L)-oracle of degree
q ∈ [0, 2) [29]. Some examples were provided to illustrate the pro-
posed new model. Adaptive inexact gradient and fast gradient methods
for convex and strongly convex functions were constructed and ana-
lyzed using the new proposed inexact model. A universal fast gradient
method that allows solving optimization problems with a weaker level
of smoothness, among them non-smooth problems was proposed. For
convex optimization problems it was proved that the proposed gradient

and fast gradient methods could be converged with rates O
(

1
k
+ δ

kq/2

)
and O

(
1
k2 + δ

k(3q−2)/2

)
, respectively. For the gradient method, the co-

efficient of δ diminishes with k, and for the fast gradient method, there is
no error accumulation for q ≥ 2/3. It proposed a definition of an inexact
higher degree oracle for strongly convex functions and a projected gra-
dient method using this inexact oracle. For variational inequalities and
saddle point problems, a higher degree inexact model and an adaptive
method called Generalized Mirror Prox to solve such class of problems
using the proposed inexact model were proposed. Some numerical exper-
iments were conducted to demonstrate the effectiveness of the proposed
inexact model, we tested the universal fast gradient method to solve
some non-smooth problems with a geometrical nature.

1. Introduction

With the increase in the number of applications that can be modeled
as large (or huge) scale optimization problems (some of such applications
arising in machine learning, deep learning, data science, control, signal pro-
cessing, statistics [6, 9], and so on) first-order methods, which require low
iteration cost as well as low memory storage, have received much interest
over the past few decades to solve the optimization problems when accuracy
requirements are not high.

Key words and phrases. Inexact model, Inexact oracle, Adaptive gradient method, Fast
gradient method, Universal Fast Gradient Method, Convex optimization, Saddle point,
Variational inequality.
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When the objective function is smooth, the simplest numerical schemes
to be considered are the gradient method and its variants. It is known that
these methods converge to a solution of the problem with rate O(1/k), where
k is the counter of iterations. However, it is well-known that in the black-
box framework [30], the optimal convergence rate for first-order methods is
O(1/k2), such optimal methods (which are called Fast Gradient Methods
(FGM)) have been developed for many different classes of problems since
1983 [33, 35, 36].

These methods (i.e., gradient-type methods) are constructed using some
model of the objective function f at the current iterate xk. This can be a
quadratic model based on the L-smoothness of f , i.e.,

(1.1) f(xk) + ⟨∇f(xk), x− xk⟩+
L

2
∥x− xk∥2,

where ∥·∥ denotes the standard Euclidean norm. The scheme of the gradient
method is obtained by the minimization of this model [35]. More general
models are constructed based on regularized second-order Taylor expansion
[32] or other Taylor-like models [21] as well as other objective surrogates
[27]. Another example is the conditional gradient method [23], where a
linear model of the objective is minimized on every iteration. Adaptive
choice of the parameter of the model with provably small computational
overhead was proposed in [32] and applied to first-order methods in [31, 34].
Recently, first-order optimization methods were generalized to the so-called
relative smoothness framework [5, 26, 38], where 1

2∥x−xk∥2 in the quadratic
model (1.1) for the objective is replaced by general Bregman divergence.

Standard analysis of first-order methods assumes the availability of ex-
act first-order information. Namely, the oracle must provide at each given
point the exact values of the function and its gradient. However, in many
problems, including those obtained by smoothing techniques [37], the ob-
jective function and its gradient are computed by solving another auxiliary
optimization problem. In practice, we are often only able to solve these sub-
problems approximately. Hence, in that context, numerical methods solving
the outer problem are provided with inexact first-order information. This
led us to investigate the behavior of first-order methods working with an
inexact oracle. Optimization algorithms with inexact first-order oracles are
well-studied in the literature [13, 14, 15, 16, 19, 18, 22].

In [14], authors introduced the so-called inexact first-order (δ, L)-oracle
for the function f , at a given point y ∈ Q, where Q is a convex set, i.e., one
can compute a pair (fδ,L(y), gδ,L(y)), such that

(1.2) 0 ≤ f(x)− (fδ,L(y) + ⟨gδ,L(y), x− y⟩) ≤ L

2
∥x− y∥2 + δ, ∀x ∈ Q,

and they considered a classical (primal) gradient method and a fast gra-
dient method (FGM) with inexact oracle. The convergence rates for these
methods are O

(
1
k + δ

)
and O

(
1
k2

+ kδ
)
, respectively. One can notice that

for the classical (non-accelerated) method, the objective function accuracy
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decreases with k and asymptotically tends to δ, while in the accelerated
scheme, there is an error accumulation.

To generalize the concept of (δ, L)-oracle (1.2), in [24] a new concept of
(δ, L)-model of a function was proposed. That is, the pair (fδ,L(y), ψδ,L(x, y))
is called a (δ, L)-model of the function f(x) at the given point y ∈ Q, if it
holds the following inequality

(1.3) f(x)− (fδ,L(y) + ψδ,L(x, y)) ≤
L

2
∥x− y∥2 + δ, ∀x ∈ Q,

and ψδ,L(x, y) is convex in x, satisfies ψδ,L(x, x) = 0 for all x ∈ Q. Note that
this concept (i.e., (1.3)) generalizes the (δ, L)-oracle concept (1.2), where
it is enough to take ψδ,L(x, y) = ⟨gδ,L(y), x− y⟩ . Within this concept, the
gradient descent and fast gradient descent methods are constructed and it
was shown that constructs of many known methods (composite methods,
level methods, conditional gradient, and proximal methods) are particular
cases of the methods proposed in [24]. A more generalization of the results in
[24] was conducted in [42], where authors presented a unified view on inexact
models for optimization problems, variational inequalities, and saddle-point
problems. In [24, 42] it was proved convergence rates of many gradient-type
methods, which cover the known results by (δ, L)-oracle, i.e., O

(
1
k + δ

)
and

O
(

1
k2

+ kδ
)
.

Recently, in [29] it was introduced the concept of the inexact first-order
oracle of degree q ∈ [0, 2) for minimization (possibly non-convex) prob-
lems. With this concept (see Definition 3.1 and Remark 3.3), and for con-
vex optimization problems it was proved that the classical inexact gradi-
ent method and inexact fast gradient method can be converged with rates

O
(
1
k + δ

kq/2

)
and O

(
1
k2

+ δ
k(3q−2)/2

)
, respectively. Note that for the inexact

gradient method, the coefficient of δ diminishes with k, and for the inexact
fast gradient method there is no error accumulation for q ≥ 2/3.

In this paper, we generalize the results of [29], by proposing a higher
degree inexact model (see Definitions 3.1, and 3.2). This model is also a
generalization of the inexact model proposed in [24, 42] (see also (1.3)).
We proposed adaptive gradient and fast gradient methods (Algorithms 1
and 2) with the proposed inexact higher degree model for smooth convex
functions as well as for strongly convex functions by using the technique
of restarts. With the proposed inexact higher degree model we construct a
universal fast gradient method for solving problems with a weaker level of
smoothness. In addition, for the convex functions we defined a higher degree
inexact oracle (see Definition 6.2), which generalizes the Devolder-Glineur-
Nesterov (δ, L, µ)-oracle proposed in [15]. We also adapted the proposed
inexact higher degree model for variational inequalities and saddle point
problems and proposed an adaptive algorithm called Generalized Mirror
Prox for variational inequalities with (δ, L, q)-model (see Algorithm 4).

1.1. Contributions.



4 M. ALKOUSA, F. STONYAKIN, A. GASNIKOV, A. ABDO, AND M. ALCHEIKH

• We introduce an inexact higher degree (δ, L, q)-model for convex and
non-convex optimization problems and obtain convergence the rate
for an adaptive inexact gradient method for optimization problems
with this model.

• We obtain convergence rates for an adaptive inexact fast gradient
method (FGM) for optimization problems with a (δ, L, q) model.
Using the technique of restarts of FGM with the proposed higher
degree inexact model we obtain a convergence rate of the restarted
method for strongly convex problems. Also, using the FGM we con-
struct a universal fast gradient method UFGM.

• We introduce an inexact higher degree (δ, L, µ, q)-oracle for strongly
convex optimization problems and obtain a convergence rate of the
inexact gradient method with this oracle without using the technique
of restarting any other algorithms.

• We introduce an inexact higher degree (δ, L, q)-model for variational
inequalities and saddle-point problems and obtain convergence rates
for adaptive versions of the Generalized Mirror–Prox algorithm for
problems with this model.

• We conduct some numerical experiments for testing the proposed
UFGM with the proposed inexact model for non-smooth optimiza-
tion problems: the best approximation problem and the Fermat-
Torricelli-Steiner problem.

1.2. Paper Organization. The paper consists of an introduction and 9
main sections. In Sect. 2 we mentioned the statement of the considered
problem and the connected fundamental concepts. Sect. 3 devoted to the
definitions of the inexact higher degree model for non-convex and convex
functions, we provided some examples to illustrate the proposed definitions
of the new inexact model. In Sect. 4 we proposed an adaptive gradient
method with the proposed inexact higher degree model for smooth con-
vex functions. In Sect. 5 we proposed an adaptive fast gradient method
with the proposed inexact higher degree model for smooth convex functions
and strongly convex functions. We also proposed a universal fast gradi-
ent, which allows us to solve optimization problems with a weaker level of
smoothness, among them non-smooth problems. In Sect. 6, we defined the
higher degree inexact (δ, L, µ, q)-oracle for convex functions and proposed a
projected gradient method using this proposed inexact oracle. In Sections 7
and 8, we defined an inexact higher degree model for variational inequalities
and saddle point problems, respectively. We proposed an adaptive method
(called Generalized Mirror Prox) with the new inexact model and we ana-
lyzed this method for variational inequalities and saddle point problems. In
Sect. 9 we presented the results of some numerical experiments, these results
demonstrate the effectiveness of the proposed inexact model. We tested the
universal fast gradient method to solve two non-smooth problems (the best
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approximation problem and the Fermat-Torricelli-Steiner problem). Section
10 concludes the paper, in which we summarize the concluded results.

2. Problem Statement and Fundamentals

In this paper, we consider the following optimization problem

(2.1) min
x∈Q

f(x),

where Q ⊆ Rn is a convex compact set and f : Q −→ R is a smooth function,
i.e., there exist L > 0, such that

(2.2) f(x) ≤ f(y) + ⟨∇f(y), x− y⟩+ L

2
∥x− y∥2, ∀x, y ∈ Q,

(here and everywhere in the paper we use ∥ · ∥ to denote the standard
Euclidean norm) or equivalently

(2.3) ∥∇f(x)−∇f(y)∥ ≤ Lf∥x− y∥, ∀x, y ∈ Q.

The function f : Q −→ R is µ-strongly convex, for some µ > 0, if it holds

(2.4) f(x) ≥ f(y) + ⟨∇f(y), x− y⟩+ µ

2
∥x− y∥2, ∀x, y ∈ Q.

When µ = 0 in (2.4), the function f will be a convex.

3. Inexact (δ, L, q)-model: Definitions and Examples

Definition 3.1. Let δ ≥ 0, L > and q ∈ [0, 2). The pair (fδ,L,q(y), ψδ,L,q(x, y))
is called a (δ, L, q)-model of degree q of the function f(x) at the given point
y ∈ Q, if it holds the following inequality

(3.1) f(x)− (fδ,L,q(y) + ψδ,L,q(x, y)) ≤
L

2
∥x− y∥2 + δ∥x− y∥q, ∀x ∈ Q,

and ψδ,L,q(x, y) is convex in x, satisfies ψδ,L,q(x, x) = 0 for all x ∈ Q.
For the sake of brevity, we will say that ψδ,L,q(x, y)) is a (δ, L, q)-model of

degree q of the function f(x) at the given point y ∈ Q, instead of the pair
(fδ,L,q(y), ψδ,L,q(x, y)).

When the function f is convex, we consider the following modified defi-
nition.

Definition 3.2. Let f : Q −→ R be a convex function, δ ≥ 0, L > and
q ∈ [0, 2). The pair (fδ,L,q(y), ψδ,L,q(x, y)) is called a (δ, L, q)-model of degree
q of the function f(x) at the given point y ∈ Q, if it holds the following
inequalities

(3.2) 0 ≤ f(x)−(fδ,L,q(y) + ψδ,L,q(x, y)) ≤
L

2
∥x−y∥2+δ∥x−y∥q, ∀x ∈ Q,

and ψδ,L,q(x, y) is convex in x, satisfies ψδ,L,q(x, x) = 0 for all x ∈ Q.
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Remark 3.3. Note that the inexact (δ, L)-model of a function, which is
considered in [24, 42] is a (δ, L, 0)-model in the sense of Definitions 3.1 and
3.2.

Now, let δ ≥ 0, L >, q ∈ [0, 2), and y ∈ Q is a given point. Let us set
ψδ,L,q(x, y) = ⟨gδ,L,q(y), x− y⟩, where gδ,L,q(y) ∈ Rn, then, form (3.1) (or
(3.2)), we have

f(x)− (fδ,L,q(y) + ⟨gδ,L,q(y), x− y⟩) ≤ L

2
∥x− y∥2 + δ∥x− y∥q, ∀x ∈ Q.

Thus, we get the definition of the inexact first-order (δ, L)-oracle of degree
q, which was proposed in [29].

Remark 3.4. Since (see [29])

(3.3) δ∥x− y∥q ≤ qρ∥x− y∥2
2

+
(2− q)δ

2
2−q

2ρ
q

2−q

, ∀ρ > 0, q ∈ [0, 2),

then from (3.1) (or (3.2)), we get the following

(3.4) 0 ≤ f(x)− (fδ,L,q(y) + ψδ,L,q(x, y)) ≤
L̂

2
∥x− y∥2 + δ̂,

where

(3.5) L̂ = L+ qρ and δ̂ =
(2− q)δ

2
2−q

2ρ
q

2−q

.

Thus, ψδ,L,q(x, y) which is given in Definitions 3.1 and 3.2, represents a

(δ̂, L̂)-model of the function f(x) at a given point y ∈ Q, for any x ∈ Q, in
a sense of [24].

Next, we list some examples to illustrate the proposed inexact higher
degree model in Definitions 3.1 and 3.2.

Example 3.5. (Relative inexactness of the gradient).
In many applications, instead of access to the exact gradient ∇f(x) of the

objective function f at a point x ∈ Q, we access only to its inexact approx-

imation ∇̃f(x). Typical examples of such applications include gradient-free
(or zeroth-order) methods which use a gradient estimator based on finite dif-
ferences [8, 11, 40], and optimization problems in infinite-dimensional spaces
related to inverse problems [25, 28].

One of the most popular definitions of the gradient inexactness in practice
is [39]

(3.6)
∥∥∥∇̃f(x)−∇f(x)

∥∥∥ ≤ α∥∇f(x)∥, for some α ∈ (0, 1).

This means, that an additive error in the gradient is proportional to the
gradient norm, rather than being globally bounded by some small quantity.
It is called the relative inexactness of the gradient (see Example 3.6 for the
absolute inexactness of the gradient).
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Let y ∈ Q be a given point, from (2.2) and (3.6), for any x ∈ Q, we have

f(x) ≤ f(y) +
〈
∇̃f(y), x− y

〉
+
Lf

2
∥x− y∥2 +

〈
∇f(y)− ∇̃f(y), x− y

〉
≤ f(y) +

〈
∇̃f(y), x− y

〉
+
Lf

2
∥x− y∥2 +

∥∥∥∇̃f(y)−∇f(y)
∥∥∥ · ∥x− y∥

≤ f(y) +
〈
∇̃f(y), x− y

〉
+
Lf

2
∥x− y∥2 + α ∥∇f(y)∥ · ∥x− y∥.

But, from (3.6), we get the following

(1− α) ∥∇f(x)∥ ≤
∥∥∥∇̃f(x)∥∥∥ ≤ (1 + α) ∥∇f(x)∥ , ∀x ∈ Q.

From this, we have

∥∇f(x)∥ ≤ 1

1− α

∥∥∥∇̃f(x)∥∥∥ , ∀x ∈ Q.

Therefore, we get

f(x) ≤ f(y) +
〈
∇̃f(y), x− y

〉
+
Lf

2
∥x− y∥2 + α

1− α

∥∥∥∇̃f(y)∥∥∥ · ∥x− y∥.

i.e.,

f(x)−
(
f(y) +

〈
∇̃f(y), x− y

〉)
≤ Lf

2
∥x− y∥2 + α

1− α

∥∥∥∇̃f(y)∥∥∥ · ∥x− y∥.

Thus, ψδ,L,q(x, y) =
〈
∇̃f(y), x− y

〉
is a (δ, L, q)-model of the function

f(x) at a given point y ∈ Q, with δ = α
1−α

∥∥∥∇̃f(y)∥∥∥ , L = Lf , q = 1 and

fδ,L,q(y) = f(y).

The next examples are described by an inexact first-order (δ, L)-oracle of
degree q ∈ [0, 2) in [29], which can be covered by Definitions 3.1 and 3.2 by
a suitable choosing of the pair (fδ,L,q(y), ψδ,L,q(x, y)).

Example 3.6. (Finite sum optimization and absolute inexactness of the
gradient).

Let {f1, . . . , fm} be a set of m functions, each of them is Li-smooth, and
let f(x) =

∑m
i=1 fi(x). The function f is an Lf -smooth with Lf =

∑m
i=1 Li.

The problem (2.1) with such functions, when m is large enough, is called
a finite sum optimization problem. It captures the standard empirical risk
minimization problems in machine learning (such as least-squares or logistic
regression with e.g. linear predictors or neural networks) [41] and it appears
widely in machine learning applications, including but not limited to deep
neural networks, multi-kernel learning [3, 9, 7, 44].

For such problems, it used stochastic gradient-type methods. In these
methods, it needs to calculate a so-called mini-bach stochastic gradient of
the objective function f , i.e.,

∇̃f(x) = 1

|S|
∑
i∈S

∇fi(x),
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where S ⊆ {1, 2, . . . ,m} and |S| is the size of the mini-bach.
For this approximation of the exact gradient ∇f(x), it holds the following

inequality

(3.7)
∥∥∥∇f(x)− ∇̃f(x)

∥∥∥ ≤ ∆, for some ∆ > 0,

with probability at least 1−∆, if it satisfies |S| = O

((
∆2

L2
f
+ 1

m

)−1
)

(see

Lemma 11 in [2]).
For the function f , we have

f(x)− f(y)−
〈
∇f(y)−∇f(y) + ∇̃f(y), x− y

〉
= f(x)− f(y)− ⟨∇f(y), x− y⟩+

〈
∇f(y)− ∇̃f(y), x− y

〉
(2.2)

≤ Lf

2
∥x− y∥2 +

∥∥∥∇f(y)− ∇̃f(y)
∥∥∥ · ∥x− y∥

(3.7)

≤ Lf

2
∥x− y∥2 +∆∥x− y∥.

Thus, we get

(3.8) f(x)−
(
f(y) +

〈
∇̃f(y), x− y

〉)
≤ Lf

2
∥x−y∥2+∆∥x−y∥, ∀x ∈ Q.

Therefore, ψδ,L,q(x, y) =
〈
∇̃f(y), x− y

〉
is a (δ, L, q)-model of the func-

tion f(x) at a given point y ∈ Q, with δ = ∆, L = Lf , q = 1 and fδ,L,q(y) =
f(y).

The inequality (3.7) represents one of the most popular definitions of the
gradient inexactness in practice [39], and it is called the absolute inexactness
of the gradient (see Example 3.5 for another important inexact gradient).

Remark 3.7. Connecting to the Example 3.6, we mention here that in
future work, we will study the accelerated and non-accelerated stochastic
gradient descent methods for solving smooth (strongly) convex stochastic
optimization problems, i.e., finite sum optimization problems, and deriving
estimates of the rate of convergence in the proposed higher degree inexact
model (see [17], where the results here obtained in the model generality with
q = 0).

Example 3.8. (Computations at shifted points, see also [14]).
Let f : Q −→ R be an Lf -smooth function. Let us assume that we can

compute the exact gradient ∇f(y) at each y ∈ Q, and the approximated
one at a shifted point ŷ ̸= y, such that ∥y − ŷ∥ ≤ ∆. Since f is Lf -smooth,
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we have, for any x ∈ Q

f(x) ≤ f(y) + ⟨∇f(y), x− y⟩+ Lf

2
∥x− y∥2

= f(y) + ⟨∇f(ŷ), x− y⟩+ Lf

2
∥x− y∥2 + ⟨∇f(y)−∇f(ŷ), x− y⟩

≤ f(y) + ⟨∇f(ŷ), x− y⟩+ Lf

2
∥x− y∥2 + ∥∇f(y)−∇f(ŷ)∥∗∥x− y∥

(2.3)

≤ f(y) + ⟨∇f(ŷ), x− y⟩+ Lf

2
∥x− y∥2 +∆Lf∥x− y∥.

Thus, we get

f(x)− (f(y) + ⟨∇f(ŷ), x− y⟩) ≤ Lf

2
∥x− y∥2 +∆Lf∥x− y∥, ∀x ∈ Q.

Therefore, ψδ,L,q(x, y) = ⟨∇f(ŷ), x−y⟩ is a (δ, L, q)-model of the function
f(x) at a given point y ∈ Q, with δ = ∆Lf , L = Lf , q = 1 and fδ,L,q(y) =
f(y).

Example 3.9. (Functions with a weaker level of smoothness, see also [14]).
Let us show that the notion of ψδ,L,q(x, y)-model can be useful for solv-

ing problems with exact first-order information but with a lower level of
smoothness. Let f be a subdifferentiable function on Q. For each y ∈ Q,
denote by ∇f(y) an arbitrary element of the subdifferential ∂f(y). Assume
that f(x) has Hölder-continuous subgradients, i.e., it holds the following

(3.9) ∥∇f(x)−∇f(y)∥ ≤ Lν∥x− y∥ν , ∀x, y ∈ Q,

where ν ∈ [0, 1] is the level of smoothness, and 0 < Lν <∞. This condition
leads to the following inequality

(3.10) f(x) ≤ f(y) + ⟨∇f(y), x− y⟩+ Lν

1 + ν
∥x− y∥1+ν , ∀x, y ∈ Q.

Let us fix ν ∈ [0, 1] and an arbitrary δ > 0. The constant L which depends
on δ > 0, i.e., L(δ), such that the following inequality holds

(3.11)
Lν

1 + ν
∥x− y∥1+ν ≤ L(δ)

2
∥x− y∥2 + δ∥x− y∥q,

for some q, is the following [29]

L(δ) =
1 + ν − q

2− q

(
Lν

1 + ν

) 2−q
1+ν−q

(
1− ν

δ(2− q)

) 1−ν
1+ν−q

,

for any q ∈ [0, 1 + ν).
Thus, from (3.10) and (3.11), we have

f(x)− (f(y) + ⟨∇f(y), x− y⟩) ≤ L(δ)

2
∥x− y∥2 + δ∥x− y∥q, ∀x ∈ Q.

Therefore, ψδ,L,q(x, y) = ⟨∇f(y), x−y⟩ is a (δ, L, q)-model of the function
f(x) at a given point y ∈ Q, with any δ > 0, L = L(δ), q ∈ [0, 1 + ν), and
fδ,L,q(y) = f(y).
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If we assume that the function f(x) is convex on Q, then we have

0 ≤ f(x)− (f(y) + ⟨∇f(y), x− y⟩) ≤ L(δ)

2
∥x− y∥2 + δ∥x− y∥q.

This means that ψδ,L,q(x, y) = ⟨∇f(y), x − y⟩ also represents a (δ, L, q)-
model of the convex function f(x) at a given point y ∈ Q, for any x ∈ Q, in
the sense of Definition 3.2.

When ν = 1, we get smooth functions (i.e., functions with Lipschitz
continuous gradient). For ν < 1, we get a lower level of smoothness. In par-
ticular, when ν = 0, we obtain functions whose subgradients have bounded
variation, and in this case, we see that the Definition 3.2 is convenient, with
degree q ∈ [0, 1), for the class of non-smooth convex optimization problems
with bounded subgradient of the objective function.

4. Adaptive inexact gradient method with (δ, L, q)-model

In this section, we assume that the objective function f is convex and
L-smooth. For problem (2.1), with (δ, L, q)-model of degree q of convex
function f , we consider an adaptive inexact gradient-type method, listed as
Algorithm 1.

Algorithm 1 Adaptive inexact gradient method with (δ, L, q)-model.

Inputs: x0 ∈ Q is the starting point s.t. 1
2∥x∗ − x0∥2 ≤ R2 for some

R > 0, L0 > 0, δ ≥ 0 is the oracle error, q ∈ [0, 2) is the degree of the
oracle.

1: for k ≥ 0 do
2: Find the smallest integer ik ≥ 0 such that

fδ,L,q(xk+1) ≤ fδ,L,q(xk) + ψδ,L,q(xk+1, xk) +
Lk+1

2
∥xk+1 − xk∥2(4.1)

+ δ ∥xk+1 − xk∥q ,
where Lk+1 = 2ik−1Lk.

3: Calculate

(4.2) xk+1 := argmin
x∈Q

{
ψδ,L,q(x, xk) +

Lk+1

2
∥x− xk∥2

}
.

4: end for

For Algorithm 1, we have the following result.

Theorem 4.1. Assume that ψδ,L,q(x, y) is a (δ, L, q)-model according to
Definition 3.2. After N ≥ 1 iterations of Algorithm 1, we have

(4.3) f(x̂N )− f(x∗) ≤
2LR2

N
+

2
(√

2R
)q

N q/2
δ,

where x̂N = 1∑N−1
k=

1
Lk+1

∑N−1
k=0

xk+1

Lk+1
.
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Proof. Since ψδ,L,q(x, y) corresponds a (δ̂, L̂)-model of the function f in a
sense of [24] (see Remark 3.4), then from [24] for Algorithm 1, we have

f(x̂N )− f(x∗) ≤
2L̂R2

N
+ 2δ̂, ∀N ≥ 1.

By using (3.5), we get

(4.4) f(x̂N )− f(x∗) ≤
2(L+ qρ)

N
R2 +

(2− q)δ
2

2−q

ρ
q

2−q

, ∀ρ > 0.

By minimizing the right hand side of (4.4) over ρ > 0, we find that the

optimal value of ρ is ρ∗ =
(√

2R
)q−2

N
2−q
2 δ. Therefore, we have

f(x̂N )− f(x∗) ≤
2LR2

N
+

2ρ∗qR2

N
+

(2− q)δ
2

2−q

(ρ∗)
q

2−q

≤ 2LR2

N
+
q
(√

2R
)q

N q/2
δ +

(2− q)
(√

2R
)q

N q/2
δ

=
2LR2

N
+

2
(√

2R
)q

N q/2
δ.

□

Remark 4.2. From (4.3), we can see that the convergence rate of Algorithm

1 is of order O
(

1
N + δ

Nq/2

)
, and the second term in (4.3) diminishes for any

q > 0, while in [14, 24, 42] the rate is of order O
(
1
N + δ

)
, and the second

term always remains constant equals δ.

5. Adaptive inexact fast gradient method with (δ, L, q)-model

In this section, we consider an acceleration version of Algorithm 1. Firstly,
we consider the case when the objective function is smooth. For this setting
of the problem, we propose Algorithm 2 and prove its convergence rate.
Secondly, we use the technique of restarting Algorithm 2, when the objective
function is strongly convex. Finally, under some additional conditions, we
show that Algorithm 2 is universal and applicable for solving optimization
problems with a weaker level of smoothness of the objective functions.

5.1. Smooth convex case. Let us assume that the objective function f
is convex and L-smooth. For solving problem (2.1) with such functions,
we propose an acceleration version of Algorithm 1. It is listed below as
Algorithm 2.

For the convergence rate of Algorithm 2, we have the following result.

Theorem 5.1. Assume that ψδ,L,q(x, y) is a (δ, L, q)-model according to
Definition 3.2. After N ≥ 1 iterations of Algorithm 2, we have

(5.5) f(xN )− f(x∗) ≤
8LR2

(N + 1)2
+

2
(
2
√
2R
)q

N
3q
2
−1

δ.



12 M. ALKOUSA, F. STONYAKIN, A. GASNIKOV, A. ABDO, AND M. ALCHEIKH

Algorithm 2 Adaptive inexact fast gradient method with (δ, L, q)-model.

Inputs: x0 ∈ Q is the starting point s.t. 1
2∥x0 − x∗∥2 ≤ R2, L0 > 0, δ is

the oracle error, q ∈ [0, 2) is the degree of the oracle.

1: Set y0 := x0, u0 := x0, α0 := 0, A0 := α0

2: for k ≥ 0 do
3: Find the smallest integer ik ≥ 0 such that

fδ,L,q(xk+1) ≤ fδ,L,q(yk+1) + ψδ,L,q(xk+1, yk+1) +
Lk+1

2
∥xk+1 − yk+1∥2

(5.1)

+ δ ∥xk+1 − yk+1∥q ,
where Lk+1 = 2ik−1Lk.
Calculate αk+1 the largest root of the equation

Lk+1α
2
k+1 − αk+1 −Ak = 0,

yk+1 :=
αk+1uk +Akxk

Ak+1
,(5.2)

(5.3) uk+1 := argmin
x∈Q

{
αk+1ψδ,L,q(x, yk+1) +

1

2
∥x− uk∥2

}
,

xk+1 :=
αk+1uk+1 +Akxk

Ak+1
.(5.4)

4: end for

Proof. Since ψδ,L,q(x, y) corresponds a (δ̂, L̂)-model of the function f in a
sense of [24] (see Remark 3.4), then for Algorithm 2, we have [24]

f(xN )− f(x∗) ≤
8L̂R2

(N + 1)2
+ 2Nδ̂, ∀N ≥ 1.

By using (3.5), for any ρ > 0, we have

f(xN )− f(x∗) ≤
8(L+ qρ)R2

(N + 1)2
+

(2− q)δ
2

2−q

ρ
q

2−q

N

=
8LR2

(N + 1)2
+

8qR2

(N + 1)2
ρ+ (2− q)δ

2
2−q ρ

q
q−2N.

Let φ1(ρ) :=
8qR2

(N+1)2
ρ+(2−q)δ

2
2−q ρ

q
q−2N . By minimizing φ1(ρ) over ρ > 0,

we find that the optimal value of ρ is ρ∗ =
(
2
√
2R
)q−2 (

N(N + 1)2
) 2−q

2 δ.
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Therefore, we have

f(xN )− f(x∗) ≤
8LR2

(N + 1)2
+

8qR2

(N + 1)2
ρ∗ + (2− q)δ

2
2−q (ρ∗)

q
q−2 N

=
8LR2

(N + 1)2
+

8qR2

(N + 1)2

(
2
√
2R
)q−2 (

N(N + 1)2
) 2−q

2 δ

+ (2− q)δ
2

2−q

((
2
√
2R
)q−2 (

N(N + 1)2
) 2−q

2 δ

) q
q−2

N

=
8LR2

(N + 1)2
+

q
(
2
√
2R
)q
N

(N(N + 1)2)q/2
δ +

(2− q)
(
2
√
2R
)q
N

(N(N + 1)2)q/2
δ

=
8LR2

(N + 1)2
+

2
(
2
√
2R
)q
N

(N(N + 1)2)q/2
δ

≤ 8LR2

(N + 1)2
+

2
(
2
√
2R
)q
N

N3q/2
δ

=
8LR2

(N + 1)2
+

2
(
2
√
2R
)q

N
3q
2
−1

δ.

□

Remark 5.2. From (5.5), we can see that the convergence rate of Algorithm

2 is of order O

(
1
N2 + δ

N
3q
2 −1

)
. Thus for any q > 2

3 , we note that the error

does not accumulate. While in [14, 24, 42] the rate is of order O
(

1
N2 +Nδ

)
,

and the error accumulated.

5.2. Smooth strongly convex case. Let us assume that the objective
function f is µ-strongly convex and L-smooth.

For Algorithm 2, we have [24]

f(xN )− f(x∗) ≤
4L̂ ∥x0 − x∗∥2

(N + 1)2
+ 2Nδ̂, ∀N ≥ 1.

By using (3.5), for any ρ > 0, we have

f(xN )− f(x∗) ≤
4(L+ qρ) ∥x0 − x∗∥2

(N + 1)2
+

(2− q)δ
2

2−q

ρ
q

2−q

N

=
4L ∥x0 − x∗∥2

(N + 1)2
+

4q ∥x0 − x∗∥2
(N + 1)2

ρ+ (2− q)δ
2

2−q ρ
q

q−2N.

Now, let us assume that ∥x0 − x∗∥2 ≤ r for some r > 0, then for any
ρ > 0 we get

f(xN )− f(x∗) ≤
4L ∥x0 − x∗∥2

(N + 1)2
+

4qr2

(N + 1)2
ρ+ (2− q)δ

2
2−q ρ

q
q−2N︸ ︷︷ ︸

:=φ2(ρ)

.
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By minimizing φ2(ρ) over ρ > 0, we find ρ∗ = (2r)q−2
(
N(N + 1)2

) 2−q
2 δ.

Therefore (in a similar way as in the proof of Theorem 5.1), we have
(5.6)

f(xN )− f(x∗) ≤
4L ∥x0 − x∗∥2

(N + 1)2
+

2(2r)q

N
3q
2
−1
δ ≤ 4L ∥x0 − x∗∥2

N2
+

2q+1rq

N
3q
2
−1
δ.

For the problems with strongly convex functions (i.e., the objective func-
tion f is µ-strongly convex), we use the technique of restarting Algorithm
2, to accelerate its convergence rate in the following way.

Since f is µ-strongly convex, we have

f(xN )− f(x∗) ≥
µ

2
∥xN − x∗∥2 , ∀µ > 0.

Thus, from (5.6), we get

(5.7) ∥xN − x∗∥2 ≤
8L ∥x0 − x∗∥2

µN2
+

2q+2rq

µN
3q
2
−1
δ.

Let us take 8L
µN2 ≤ 1

2 , then N ≥ 4
√

L
µ . Thus, after setting N =

⌈
4
√

L
µ

⌉
,

from (5.7), we find

(5.8) ∥xN − x∗∥2 ≤
∥x0 − x∗∥2

2
+

2q+2rq

µ


(
4

√
L

µ

)1− 3q
2

 δ.
Now, let us restart Algorithm 2 with xN := x(1) as an initial point and

with N iterations, then we get a point x(2) (as an output point of the restart)
for which we have

∥∥∥x(2) − x∗

∥∥∥2 ≤
∥∥x(1) − x∗

∥∥2
2

+
2q+2rq

µ


(
4

√
L

µ

)1− 3q
2

 δ
(5.8)

≤ ∥x0 − x∗∥2
22

+
2q+2rq

µ


(
4

√
L

µ

)1− 3q
2


(
1 +

1

2

)
δ.

Therefore, after p − 1 restarts of Algorithm 2, we get a point x(p) such
that

∥∥∥x(p) − x∗

∥∥∥2 ≤ ∥x0 − x∗∥2
2p

+
2q+2rq

µ


(
4

√
L

µ

)1− 3q
2


(
1 +

1

2
+ . . .+

1

2p−1

)
δ

<
∥x0 − x∗∥2

2p
+

2q+3rq

µ


(
4

√
L

µ

)1− 3q
2

 δ.
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Now, let us take p ≥ log2

(
∥x0−x∗∥2

ε

)
+ 1, which implies ∥x0−x∗∥2

2p ≤ ε
2 .

Also, let us choose δ, such that

(5.9)
2q+3rq

µ


(
4

√
L

µ

)1− 3q
2

 δ =
ε

2
.

This gives

(5.10) δ =
µε

2q+4rq


(
4

√
L

µ

) 3q
2
−1
 .

Therefore, after p =
⌈
log2

(
∥x0−x∗∥2

ε

)
+ 1
⌉
restarts of Algorithm 2, with

N =
⌈
4
√

L
µ

⌉
iterations in each restart, we get ∥x(p) − x∗∥22 ≤ ε, and the

total number of oracle calls is

O

(√
L

µ
log2

(
∥x0 − x∗∥2

ε

))
.

Remark 5.3. From (5.9), we can find the desired accuracy ε as a function
of q ∈ [0, 2), as follows

(5.11) ε(q) =
2q+4rq

µ


(
4

√
L

µ

)1− 3q
2

 δ.
From (5.11), we find that ε(q) < ε(0), ∀q > 2

3 , and thus we get a solution
to the minimization problem with higher accuracy (and with a better inter-

val for the δ in (5.10) since 3q
2 − 1 > 0,∀q > 2

3) better than the accuracy
concluded by algorithms with the inexact model of a function which con-
sidered in [24, 42], that is with a (δ, L, 0)-model. This shows the feature of
the proposed model of degree q when we use this model for higher degree
q > 2/3.

5.3. Universal Fast Gradient Method. Let us assume that the error δ,
in Algorithm 2, can depend on the iteration counter k, which is indicated by
input sequence {δk}k≥0. For instance, this allows obtaining the Universal
Fast Gradient Method (UFGM) in which different values of {δk}k≥0 are
required (see [4, 31]) in each iteration.

Let us assume that the convex set Q is bounded, i.e., there is R > 0 such
that for any x, y ∈ Q, we have

(5.12)
1

2
∥x− y∥2 ≤ R2 =⇒ ∥x− y∥q ≤

(√
2R
)q
, ∀q ∈ [0, 2).
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Let us, also, assume that the function f has Hölder-continuous subgradi-
ents, i.e., it holds the following inequality

(5.13) ∥∇f(x)−∇f(y)∥ ≤ Lν∥x− y∥ν , ∀x, y ∈ Q,

where ν ∈ [0, 1] and 0 < Lν <∞.
From this, we can get the following inequality

f(x)− (f(y) + ⟨∇f(y), x− y⟩) ≤ L(δ)

2
∥x− y∥2 + δ∥x− y∥q, ∀δ > 0,

where

L(δ) =
1 + ν − q

2− q

(
Lν

1 + ν

) 2−q
1+ν−q

(
1− ν

δ(2− q)

) 1−ν
1+ν−q

,

for any q ∈ [0, 1 + ν) (see Example 3.9).
Using the same arguments as in Lemma 4 and Theorem 2 in [24], we get

the following result

(5.14) f(xN )− f(x∗) ≤
R2

AN
+

2
(√

2R
)q∑N−1

k=0 δkAk+1

AN
.

Now, let us set δk =
αk+1ε

4(
√
2R)

q
Ak+1

, where ε is the desired accuracy of a

solution. Then (5.14), become in the following form

(5.15) f(xN )− f(x∗) ≤
R2

AN
+
ε

2
.

Using the same arguments as in Theorem 3 of [31], we obtain that

AN ≥ N
1+3ν
1+ν ε

1−ν
1+ν

2
2+4ν
1+ν L

2
1+ν
ν

.

Hence, we conclude that

(5.16) N ≤ inf
ν∈[0,1]

[
2

3+5ν
1+3ν

(
LνR

1+ν

ε

) 2
1+3ν

]
,

where the infimum can be taken since neither ν nor Lν is not used in the
algorithm.

The bound (5.16) is optimal up to a numerical factor [12].

6. Inexact Gradient method with (δ, L, µ, q)-oracle

Definition 6.1. Let f : Q −→ R be a convex function, δ ≥ 0, L >, µ > 0
and q ∈ [0, 2). The pair (fδ,L,µ,q(y), ψδ,L,µ,q(x, y)) is called a (δ, L, µ, q)-
model of degree q of the function f(x) at the given point y ∈ Q, if it holds
the following inequalities
(6.1)
µ

2
∥x−y∥2 ≤ f(x)−(fδ,L,µ,q(y) + ψδ,L,µ,q(x, y)) ≤

L

2
∥x−y∥2+δ∥x−y∥q, ∀x ∈ Q,

and ψδ,L,µ,q(x, y) is convex in x, satisfies ψδ,L,µ,q(x, x) = 0 for all x ∈ Q.
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Let us set ψδ,L,µ,q(x, y) = ⟨gδ,L,µ,q(y), x− y⟩, where gδ,L,µ,q(y) ∈ E∗. Then
we can formulate the following definition.

Definition 6.2. Let f : Q −→ R be a convex function on a convex set
Q. We say that f is equipped with a (δ, L, µ, q)-oracle of degree q ∈ [0, 2),
with δ ≥ 0, L > 0, and µ > 0, if for any y ∈ Q we can compute a pair
(fδ,L,µ,q(y), gδ,L,µ,q(y)) ∈ R× Rn, such that
(6.2)
µ

2
∥x−y∥2 ≤ f(x)−(fδ,L,µ,q(y) + ⟨gδ,L,µ,q(y), x− y⟩) ≤ L

2
∥x−y∥2+δ∥x−y∥q.

Remark 6.3. From (3.3) and (6.2), we get

µ

2
∥x− y∥2 ≤ f(x)− (fδ,L,µ,q(y) + ⟨gδ,L,µ,q(y), x− y⟩) ≤ L̂

2
∥x− y∥2 + δ̂,

where L̂ = L+ qρ and δ̂ = (2−q)δ
2

2−q

2ρ
q

2−q
.

Thus, (δ, L, µ, q)-oracle corresponds a (δ̂, L̂, µ)-oracle in the sense of [15].
Also, note that the (δ, L, µ)-oracle which considered in [15] is a (δ, L, µ, 0)-

oracle in the sense of the Definition 6.2.

For problem (2.1), with (δ, L, µ, q)-oracle of degree q ∈ [0, 2) of convex
function f , we consider an inexact gradient-type method, listed as Algorithm
3.

Algorithm 3 Inexact gradient method with (δ, L, µ, q)-oracle.

Inputs: initial point x0 ∈ Q, L > 0.

1: for k = 0, 1, . . . do
2: Obtain (fδ,L,µ,q(xk), gδ,L,µ,q(xk)).
3: Calculate

(6.3) xk+1 = argmin
x∈Q

{
⟨gδ,L,µ,q(xk), x− xk⟩+

L

2
∥x− xk∥2

}
.

4: end for

Theorem 6.4. Assume that f is endowed with a (δ, L, µ, q)-oracle with δ ≥
0, L > 0, µ > 0 and q ∈ [0, 2). Then for the sequence x̂k = argmin0≤i≤k−1 f(xi),
generated by Algorithm 3, it holds the following inequality
(6.4)

f (x̂k)− f(x∗) ≤
Lr20
2

exp
(
−k µ

L

)
+ δ

k−1∑
i=0

[(
1− µ

L

)i
∥xk−i − xk−1−i∥q

]
,

where r0 = ∥x0 − x∗∥.
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Proof. Let us denote rk = ∥xk − x∗∥ , fk = fδ,L,µ,q(xk) and gk = gδ,L,µ,q(xk)
for any k ≥ 0. Then we have

r2k+1 = ∥xk+1 − xk + xk − x∗∥2

= ∥xk+1 − xk∥2 + 2 ⟨xk+1 − xk, xk − xk+1 + xk+1 − x∗⟩+ ∥xk − x∗∥2

= ∥xk+1 − xk∥2 − 2∥xk+1 − xk∥2 + 2 ⟨xk+1 − xk, xk+1 − x∗⟩+ ∥xk − x∗∥2

= r2k + 2 ⟨xk+1 − xk, xk+1 − x∗⟩ − ∥xk+1 − xk∥2 .
By using the optimality condition of the problem (6.3),

⟨gk + L(xk+1 − xk), x− xk+1⟩ ≥ 0, ∀x ∈ Q,

we find

⟨xk+1 − xk, xk+1 − x∗⟩ ≤
1

L
⟨gk, x∗ − xk+1⟩ .

Thus, we get

r2k+1 ≤ r2k +
2

L
⟨gk, x∗ − xk+1⟩ − ∥xk+1 − xk∥2

= r2k +
2

L
⟨gk, x∗ − xk + xk − xk+1⟩ − ∥xk+1 − xk∥2

= r2k +
2

L
⟨gk, x∗ − xk⟩ −

2

L

(
⟨gk, xk+1 − xk⟩+

L

2
∥xk+1 − xk∥2

)
(6.2)

≤ r2k +
2

L

(
f(x∗)− fk −

µ

2
∥x∗ − xk∥2

)
− 2

L
(f (xk+1)− fk − δ ∥xk+1 − xk∥q)

=
(
1− µ

L

)
r2k +

2

L
(f(x∗)− f (xk+1)) +

2δ

L
∥xk+1 − xk∥q .

By a recursive application of the last inequality, we get the following

0 ≤ r2k+1

≤
(
1− µ

L

)[(
1− µ

L

)
r2k−1 +

2

L
(f(x∗)− f (xk)) +

2δ

L
∥xk − xk−1∥q

]
+

2

L
(f(x∗)− f (xk+1)) +

2δ

L
∥xk+1 − xk∥q

=
(
1− µ

L

)2
r2k−1 +

2

L

[(
1− µ

L

)
(f(x∗)− f (xk)) + f(x∗)− f (xk+1)

]
+

2δ

L

[(
1− µ

L

)
∥xk − xk−1∥q + ∥xk+1 − xk∥q

]
≤ . . .

≤
(
1− µ

L

)k+1
r20 +

2

L

k∑
i=0

[(
1− µ

L

)i
(f(x∗)− f (xk+1−i))

]

+
2δ

L

k∑
i=0

(
1− µ

L

)i
∥xk+1−i − xk−i∥q .
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Therefore, we have

2

L

k∑
i=0

[(
1− µ

L

)i
(f (xk+1−i)− f(x∗))

]

≤
(
1− µ

L

)k+1
r20 +

2δ

L

k∑
i=0

(
1− µ

L

)i
∥xk+1−i − xk−i∥q .

Now, from the definition x̂k+1 := argmin0≤i≤k f(xi), and since

2

L

k∑
i=0

(
1− µ

L

)i
=

2

µ

[
1−

(
1− µ

L

)k+1
]
,

we get the following(
2

L

k∑
i=0

(
1− µ

L

)i)
(f (x̂k+1)− f(x∗))

≤
(
1− µ

L

)k+1
r20 +

2δ

L

k∑
i=0

(
1− µ

L

)i
∥xk+1−i − xk−i∥q .

Thus, we have

f (x̂k+1)− f(x∗) ≤
(
1− µ

L

)k+1
r20

2
µ

[
1−

(
1− µ

L

)k+1
] + δ

∑k
i=0

(
1− µ

L

)i ∥xk+1−i − xk−i∥q∑k
i=0

(
1− µ

L

)i
≤ L

2

(
1− µ

L

)k+1
r20 + δ

∑k
i=0

(
1− µ

L

)i ∥xk+1−i − xk−i∥q∑k
i=0

(
1− µ

L

)i
≤ Lr20

2
exp

(
−(k + 1)

µ

L

)
+ δ

∑k
i=0

(
1− µ

L

)i ∥xk+1−i − xk−i∥q∑k
i=0

(
1− µ

L

)i(6.5)

≤ Lr20
2

exp
(
−(k + 1)

µ

L

)
+ δ

k∑
i=0

[(
1− µ

L

)i
∥xk+1−i − xk−i∥q

]
.

□

Remark 6.5. The case when the objective function is smooth and strongly
convex was studied in Section 5 (see Subsect. 5.2), where we used the
technique of restarting Algorithm 2. For this technique, we consider the
Euclidean setting of the considered problem and in addition to running the
algorithm, we must know the function’s strongly convex parameter µ. Whilst
in Algorithm 3, there are no restrictions on using of any setting (i.e., any
norm) of the problem. Also, there isn’t a necessity to know the parameter
µ, in addition to the ease of implementing the Algorithm 3.
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7. Inexact (δ, L, q)-model for variational inequalities

In this section, we consider the problem of finding a solution x∗ ∈ Q for
variational inequality (VI) in the following abstract form [42]

(7.1) ψ(x, x∗) ≥ 0, ∀x ∈ Q,

for some convex compact set Q ⊂ Rn and some function ψ : Q×Q −→ R.
By assuming the abstract monotonicity of the function ψ

(7.2) ψ(x, y) + ψ(y, x) ≤ 0, ∀x, y ∈ Q,

we find that any solution to (7.2) is a solution to the following inequality

(7.3) max
x∈Q

ψ(x∗, x) ≤ 0.

In the general case, we assume the existence of a solution x∗ of problem
(7.1). In a particular case, if for some operator g : Q −→ Rn we set ψ(x, y) =
⟨g(y), x − y⟩ ∀x, y ∈ Q, then (7.1) and (7.3) are equivalent to a standard
strong and weak VI with the operator g, respectively [42].

Definition 7.1. Let δ > 0, L > 0 and q ∈ [0, 2). We say that a function ψ
has a (δ, L, q)-model ψδ,L,q(x, y) of degree q for variational inequalities if the
following properties hold for each x, y, z ∈ Q:

(i) ψ(x, y) ≤ ψδ,L,q(x, y) + δ∥x− y∥q,
(ii) ψδ,L,q(x, y) convex in the first variable,
(iii) ψδ,L,q(x, x) = 0,
(iv) (abstract (δ, q)-monotonicity)

(7.4) ψδ,L,q(x, y) + ψδ,L,q(y, x) ≤ δ∥x− y∥q,
(v)

ψδ,L,q(x, y) ≤ ψδ,L,q(x, z) + ψδ,L,q(z, y) +
L

2

(
∥z − x∥2 + ∥z − y∥2

)
(7.5)

+
δ

2
(∥z − x∥q + ∥z − y∥q) .

Remark 7.2. From (3.3) and (7.5), we get the following inequality

ψδ,L,q(x, y) ≤ ψδ,L,q(x, z) + ψδ,L,q(z, y) +
L̂

2

(
∥z − x∥2 + ∥z − y∥2

)
+ δ̂,

where L̂ := L+ qρ and δ̂ := (2−q)δ
2

2−q

2ρ
q

2−q
.

Thus, ψδ,L,q(x, y) corresponds a (δ̂, L̂)-model for VI in a sense of [42].
Note that the inexact model for variational inequalities which was con-

sidered in [42] is a (δ, L, 0)-model in a sense of the Definition 7.1.

For the abstract variational inequalities problem (7.1) (or (7.3)), with
(δ, L, q)-model, we consider an adaptive Algorithm, listed as Algorithm 4.

For the convergence rate of Algorithm 4, we have the following result.
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Algorithm 4 Generalized Mirror Prox for VIs with (δ, L, q)-model.

Inputs: accuracy ε > 0, oracle error δ > 0, q ∈ [0, 2), initial guess L0 > 0.

1: Set k = 0, z0 ∈ Q such that maxx∈Q ∥x− z0∥2 ≤ D, for some D > 0.
2: repeat
3: Find the smallest integer ik ≥ 0 such that

(7.6)

ψδ,L,q(zk+1, zk) ≤ ψδ,L,q(zk+1, wk) + ψδ,L,q(wk, zk)

+
Lk+1

2

(
∥wk − zk∥2 + ∥wk − zk+1∥2

)
+
δ

2
(∥wk − zk∥q + ∥wk − zk+1∥q) ,

where Lk+1 = 2ik−1Lk, and

wk = argmin
x∈Q

{
ψδ,L,q(x, zk) +

Lk+1

2
∥x− zk∥2

}
,(7.7)

zk+1 = argmin
x∈Q

{
ψδ,L,q(x,wk) +

Lk+1

2
∥x− zk∥2

}
,(7.8)

4: until

(7.9) SN :=

N−1∑
k=0

1

Lk+1
≥ maxx∈Q ∥x− z0∥2

2ε
.

Output: ŵN = 1
SN

∑N−1
k=0

1
Lk+1

wk.

Theorem 7.3. For Algorithm 4, it holds

(7.10) max
u∈Q

ψ(ŵN , u) ≤
LD

N
+

(√
2D

3

)q
3

N q/2
δ, ∀N ≥ 1.

Proof. Since ψδ,L,q(x, y) (which is defined in Definition 7.1) corresponds a

(δ̂, L̂)-model for variational inequalities in the sense of [42], then for Algo-
rithm 4, we have

max
u∈Q

ψ(ŵN , u) ≤
L̂maxu∈Q ∥u− z0∥2

N
+ 3δ̂ ≤ L̂D

N
+ 3δ̂,

where L̂ = L+ qρ and δ̂ = (2−q)δ
2

2−q

2ρ
q

2−q
. Thus, we have

max
u∈Q

ψ(ŵN , u) ≤
LD

N
+
qD

N
ρ+

3

2
(2− q)δ

2
2−q ρ

q
q−2︸ ︷︷ ︸

:=φ3(ρ)

, ∀ρ > 0.

By minimizing φ3(ρ) over ρ > 0, we find the optimal value of ρ is ρ∗ =(
3
2D

) 2−q
2 δ

N(q−2)/2 . Therefore, we have
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max
u∈Q

ψ(ŵN , u) ≤
LD

N
+
qD

N
ρ∗ +

3

2
(2− q)δ

2
2−q (ρ∗)

q
q−2

=
LD

N
+

2
q−2
2 3

2−q
2 Dq/2q

N q/2
δ + 3(2− q)

(
2

q−2
2

)( D

3N

)q/2

δ

=
LD

N
+

3q

2

(
2D

3

)q/2 δ

N q/2
+

3(2− q)

2

(
2D

3

)q/2 δ

N q/2

=
LD

N
+

(√
2D

3

)q
3

N q/2
δ.

□

Remark 7.4. From (7.10), we can see that the convergence rate of Algo-

rithm 4 is of order O
(

1
N + δ

Nq/2

)
, and the second term on the right-hand

side of (7.10) diminishes for any q > 0, while in [42] the rate is of order
O
(
1
N + δ

)
, and the second term remains constant equals δ.

8. Inexact (δ, L, q)-model for saddle point problems

In this section, we introduce a higher degree inexact model for saddle point
problems. It is known that the solution of variational inequalities reduces
the so-called saddle-point problems, in which for a convex in u and concave
in v function f(u, v) : Rn1+n2 −→ R (u ∈ Q1 ⊂ Rn1 and v ∈ Q2 ⊂ Rn2 ,
where Q1 and Q2 are convex sets) needs to be found the point (u∗, v∗) such
that

(8.1) f(u∗, v) ≤ f(u∗, v∗) ≤ f(u, v∗), ∀u ∈ Q1 and v ∈ Q2.

Let Q = Q1 × Q2 ⊂ Rn1+n2 . For x = (u, v) ∈ Q, we assume that

∥x∥ =
√

∥u∥2 + ∥v∥2.
In other words, in the saddle point problem we need to find a solution to

the min-max problem

(8.2) min
u∈Q1

max
v∈Q2

f(u, v).

Let us denote x = (ux, vx) ∈ Q, y = (uy, vy) ∈ Q, where Q = Q1 ×Q2 ⊂
Rn1+n2 . It is well known that for a sufficiently smooth function f with
respect to u and v, the problem (8.2) reduces to a variational inequality
with the following operator

(8.3) G(x) = [∇uf(ux, vx), −∇vf(ux, vx)]
⊤ .

Therefore, we can use Algorithm 4, to solve the class of saddle point
problems with operator (8.3).

For saddle point problems, we propose some adaptation of the concept of
the (δ, L, q)-model for abstract variational inequality.
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Definition 8.1. We say that the function ψδ,L,q(x, y) (ψδ,L,q : Rn1+n2 ×
Rn1+n2 −→ R) is a (δ, L, q)-model for the saddle-point problem (8.2) if the
conditions (ii) – (v) of Definition 7.1 hold and in addition

(8.4) f(uy, vx)− f(ux, vy) ≤ −ψδ,L,q(x, y) + δ∥x− y∥q, ∀x, y ∈ Q.

From Theorem 7.3, we conclude the following result for the saddle point
problems.

Theorem 8.2. Let δ ≥ 0, L > 0, and q ∈ [0, 2). If for the saddle-point prob-
lem (8.2) there is a (δ, L, q)-model ψδ,L,q(x, y), then after stopping Algorithm
4, we get a point

(8.5) ŷN = (uŷN , vŷN ) := (ûN , v̂N ) :=
1

SN

N−1∑
k=0

wk

Lk+1
,

for which it holds the following inequality

(8.6) max
v∈Q2

f(ûN , v)− min
u∈Q1

f(u, v̂N ) ≤ LD

N
+

(√
2D

3

)q
3

N q/2
δ.

where D > 0, satisfies

max
(u,v)∈Q

∥(u, v)− (u0, v0)∥2 ≤ D.

9. Numerical experiments

In Subsect. 5.3, we showed that Algorithm 2 with a suitable choice of
the time-varying sequence {δk}k≥0 is a universal algorithm (see also Ex-
ample 3.9). Therefore we can use Algorithm 2 with a time-varying se-
quence {δk}k≥0 for the class of non-smooth optimization problems (i.e., when
ν = 0), and the convenient interval of the degree q of the proposed inexact
model will be [0, 1). From Theorem 5.1, we can see that for any q ∈ (2/3, 1),
the error of the inexact model does not accumulate.

To show the advantages and effects of the proposed inexact model with
a universal method, a series of numerical experiments were performed for
some non-smooth optimization problems with a geometrical nature.

We compare the performance of the Universal Fast Gradient Method
(UFGM), i.e., Algorithm 2, with a special form of the model ψδ,L,q(x, y) =
⟨∇f(y), x−y⟩ and projected subgradient method using different famous step
size rules that are listed in Table 1.

In our experiments, we take the set Q as the unit ball in Rn with the
center at 0 ∈ Rn. All compared methods start from the same initial point

x0 =
(

1√
n
, . . . , 1√

n

)
∈ Q ⊂ Rn. In the AdaGrad algorithm, we take α =

10−8, and there is an assumption that ∥x0 − x∗∥2 ≤ 2θ20, thus for the taken

feasible set Q in our experiments, we can take θ0 = 1/
√
2.

The comparison of the methods is done in terms of the difference f̂k−fmin,
where f̂k denotes the value of the objective function f at the averaged points
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(namely at x̂k = 1
k

∑k
j=1 x

k, for all cases in Table 1, except to the case of

”quad grad”, where in this case we have x̂k =
(∑k

j=1 γk

)−1∑k
j=1 γkx

k, and

except to the case of ”AdaMirror” (adaptive mirror descent method with

weighting scheme), where in this case we have x̂k = 1∑k
j=1 γ

−m
j

∑k
j=1 γ

−m
j xj

with m ≥ −1, see [1] for more details about AdaMirror) and fmin denotes
a minimal value of the objective function computed by SciPy, a package for
solving many different classes of optimization problems (when the dimension
of the space Rn is not big).

Abbreviation Step sizes Formula of γk

constant step constant step size [10] γk = 0.1,

fixed length fixed step length [10] γk = 0.2
∥∇f(xk)∥∗ ,

nonsum
non-summable

diminishing step [10] γk = 0.1√
k
,

sqrsum nonsum
square summable but
not summable step [10] γk = 0.5

k ,

quad grad
quadratic of the norm
of the gradient [43] γk = 0.2

∥∇f(xk)∥2∗
,

AdaGrad
AdaGrad

algorithm [20] γk = θ0√∑k
j=1 ∥∇f(xj)∥2∗+α

,

Polyak step Polyak step size [39] γk = f(xk)−f∗

∥∇f(xk)∥2∗
,

AdaMirror
Adaptive step size [1]
with weighting scheme γk =

√
2

∥∇f(xk)∥∗
√
k
.

Table 1. The used step sizes in the projected subgradient method.

9.1. Best approximation problem. The considered problem in this sub-
section is connected with the problem of the best approximation of the dis-
tance between a point and a given set Q ⊂ Rn. For this problem, let A /∈ Q
be a given point, we need to solve the following optimization problem

(9.1) min
x∈Q

{f(x) := ∥x−A∥} .

The point A is randomly generated from a uniform distribution over [0, 1),
such that ∥A∥2 = 10, therefore the distance between the point A and the
considered unit ball Q is equal to 9, i.e., f∗ = 9. Here, we mention that this
problem is constructed to use the Polyak step size, which requires knowing
the optimal value f∗.

The comparison results, for problem (9.1) with n = 5000 are presented

in Fig. 1. In this figure, f̂k denotes the value of the objective function f at
the averaged points in each iteration of all compared algorithms.
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From Fig. 1, we can see that UFGM is the best, where the difference
between its performance and the rest of the algorithms with steps in Table
1 is clear and significant.

0 100 200 300 400 500
k

10−14

10−12

10−10

10−8

10−6

10−4

10−2

f̂ k
−
f
∗ constant step

fixed length

nonsum

sqrsum nonsum

quad grad

AdaGrad

Polyak step

AdaMirror m = 5

UFGM q = 0.7

Figure 1. Results of UFGM and projected subgradient method
using different step size rules listed in Table 1, for problem (9.1)
with n = 5000.

9.2. Fermat–Torricelli–Steiner problem. Let Aj ∈ Rn, j = 1, . . . , T be
a given set of T points, and let us consider an analogue of the well-known
Fermat–Torricelli–Steiner problem. For this we need to solve the following
optimization problem

(9.2) min
x∈Q

f(x) := 1

T

T∑
j=1

∥x−Aj∥

 .

The points Aj , j = 1, 2, . . . , T are randomly generated from a uniform
distribution over [0, 1). We run all algorithms (except the algorithm with
Polyak step size since we cannot know the optimal value f∗ for problem

(9.2)), with the same initial point x0 =
(

1√
n
, . . . , 1√

n

)
∈ Q ⊂ Rn.

The comparison results, for problem (9.2) with n = 200 and T = 25,
are presented in Fig. 2. The reason here for taking n = 200, T = 25
(i.e., not so big) is that we calculated the value fmin using SciPy which

does not work well for large values of n and T . In Fig. 2, f̂k denotes the
value of the objective function f at the averaged points in each iteration
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of all compared algorithms. From this figure, we can see that UFGM is
the best. Note that the difference between its performance and the rest of
the algorithms (except the adaptive mirror descent method with weighting
scheme (AdaMirror), where the difference is clear at the first iterations, and
then after a determined number of iterations there is no difference between
their efficiency) is obvious.

0 100 200 300 400 500
k

10−8

10−7

10−6

10−5

10−4

10−3

10−2

f̂ k
−
f m

in

constant step

fixed length

nonsum

sqrsum nonsum

quad grad

AdaGrad

AdaMirror m = 5

UFGM q = 0.7

Figure 2. Results of UFGM and projected subgradient method
using different step size rules listed in Table 1, for problem (9.2)
with n = 200, T = 25.

10. Conclusion

In this paper, we introduce an inexact higher degree (δ, L, q)-model for
convex and non-convex optimization problems. We obtain convergence rates

for an adaptive inexact gradient method O
(
1
k + δ

kq/2

)
and an adaptive inex-

act fast gradient method (FGM) O
(

1
k2

+ δ
k(3q−2)/2

)
for convex optimization

problems with this model. For the gradient method, the coefficient of δ
diminishes with k, and for the fast gradient method, there is no error accu-
mulation for q ≥ 2/3. By using the technique of restarting the FGM with
the proposed higher degree inexact model we obtain a convergence rate of
the restarted method for strongly convex problems. Also, using the FGM we
construct a universal fast gradient method (UFGM), this method allows us
to solve optimization problems with different levels of smoothness including
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non-smooth problems. For the strongly convex optimization problems, we
introduce an inexact higher degree (δ, L, µ, q)-oracle and obtain a conver-
gence rate of the inexact gradient method with this oracle without using
the technique of restarting any other algorithms. In addition to the mini-
mization problems, we introduce an inexact higher degree (δ, L, q)-model for
variational inequalities and saddle-point problems and obtain convergence

rate O
(

1
N + δ

kq/2

)
for adaptive versions of the Generalized Mirror–Prox al-

gorithm for problems with this model, which improves the well-known rate
O
(
1
k + δ

)
for any q > 0, where there is no error accumulation for q > 0. At

the last, we perform some numerical experiments for testing the proposed
UFGM with the proposed inexact model for non-smooth optimization prob-
lems with a geometrical nature, such as the best approximation problem
and the Fermat-Torricelli-Steiner problem.

As a future work, we plan to study the accelerated and non-accelerated
stochastic gradient descent methods, as in [17], for solving finite sum opti-
mization problems (see Example 3.6), and deriving estimates of the rate of
convergence in the proposed higher degree inexact model.
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