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Abstract We consider β-smooth (satisfies the generalized Hölder condition
with parameter β > 2) stochastic convex optimization problem with zero-order
one-point oracle. The best known result was [1]:

E [f(xN )− f(x∗)] = Õ

(
n2

γN
β−1
β

)
in γ-strongly convex case, where n is the dimension. In this paper we improve
this bound:

E [f(xN )− f(x∗)] = Õ

(
n2−

1
β

γN
β−1
β

)
.
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1 Introduction

We study the problem of zero-order stochastic optimization in which the aim is
to minimize an unknown convex or strongly convex function where no gradient
realization is given but a function value is available at each iteration with
some additive noise ξ. We also study a closely related problem of continuous
stochastic bandits. These problems have received significant attention in the
literature (see [1–4, 6–9, 14, 15]) and are fundamental for many application
where the derivative of function is not available or it is hard to calculate
derivatives.

The goal of this paper is to exploit higher order smoothness of the func-
tion to improve the performance of projected gradient-like algorithms. Our
approach is outlined in Algorithm 1, in which a sequential algorithm gets at
each iteration two function values under some noise. At each iteration the al-
gorithm gets function values at points xk + δk and xk− δk, where δk = τkrkek.
Here rk is uniformly distributed random variable, ek is uniformly distributed
on the Euclidean sphere, τk – is tunable parameter of the algorithm, the smaller
τk is, the smaller approximation error of the gradient ‖g̃k−∇f(xk)‖ is (in this
article we use only the Euclidean norm) but the bigger variance of ‖g̃k‖ is, so
the trade-off between these terms is needed. Our approach uses kernel smooth-
ing technique proposed by Polyak and Tsybakov in [11], this helps to exploit
higher order smoothness.

Algorithm 1 Zero-order Stochastic Projected Gradient
Requires: Kernel K : [−1, 1]→ R, step size αk > 0, parameters τk.
Initialization: Generate scalars r1, . . . , rN uniformly on [−1, 1] and vectors e1, . . . , eN
uniformly on the Euclidean unit sphere Sn = {e ∈ Rn : ‖e‖ = 1}.
for k = 1, . . . , N do
1. yk := f(xk + τkrkek) + ξk, y′k := f(xk − τkrkek) + ξ′k
2. Define g̃k := n

2τk
(yk − y′k)ekK(rk)

3. Update xk+1 := ΠQ(xk − αk g̃k)
end for
Output: {xk}Nk=1.

In algorithms like Algorithm 1 the two possibilities are usually considered.
The first one is to obtain a function value in one point with some noise (”one-
point” multi-armed bandit), the second is to observe function values in two
points with the same noise at each iteration (”two-point” multi-armed bandit).
The use of three and more points do not make dramatic difference to the results
for two points [5]. Note that despite our algorithm gets two function values for
iteration, they are obtained with different noise ξk and ξ′k, so it is correct to
regard Algorithm 1 one-point and to compare it with one-point algorithms.

In this paper we study higher order smooth functions f functions satisfying
the generalized Hölder condition with parameter β > 2 (see inequality (1)
below).
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We address the question: what is the performance of Algorithm 1, namely
the explicit dependency of the convergence rate on the main parameters n
(dimension), N , γ (strong convexity parameter for strongly convex functions),
β. To handle this task we prove upper bound for Algorithm 1.

Contributions. Out main contributions can be summarized as follows:

1. For strongly-convex case: under an adversarial noise assumption (see
Assumption 1) we establish for all β > 2 the upper bound of order

O

(
n2−

1
β

γN
β−1
β

)
for the optimization error of Algorithm 1 for strongly convex

case.
2. For convex case: under an adversarial noise assumption (see Assumption

1) we establish for all β > 2 that after N(ε) = O

(
n2+

1
β−1

ε2+
2

β−1

)
iterations of

Algorithm 1 for the regularized function fγ(x) := f(x) + ε
2R2 ‖x− x0‖2 we

achieve the optimization error less than or equal to ε.

For clarity we compare our results with state-of-the-art ones in Table 1
(dependence of optimization error ε on the number of iteration N , dimension
n and β, γ) and Table 2 (dependence of the number of iteration N on the
optimization error ε, dimension n and β, γ). To summarize the results we use
Õ() , where Õ() coincides with O() up to the logarithmic factor.

Table 1 The dependence of optimization error (ε) on N (number of iterations), n (dimen-
sion), γ, β

strongly convex convex

lower bound [1] O

min

 n

γN
β−1
β

,
n
√
N

 O
(

min

( √
n

N
β−1
2β

,
n
√
N

))

this work
(2020)

Õ

 n
2− 1

β

γN
β−1
β

 Õ

n
1− 1

2β

N
β−1
2β


Akhavan, Pontil,

Tsybakov (2020) [1]
Õ

 n2

γN
β−1
β

 Õ
(

n

N
β−1
2β

)

Bach, Perchet
(2016) [2]

O

 n
2− 2

β+1

(γN)
β−1
β+1

 O

 n
1− 1

β+1

N
β−1

2(β+1)


Gasnikov and al.
(2015), β = 2, [8]

Õ
(

n
√
γN

)
Õ
( √

n

N1/4

)
Akhavan, Pontil,
Tsybakov (2020),

special case β = 2 [1]
Õ
(

n
√
γN

)
Õ
( √

n

N1/4

)
Zhang and al.

(2020) [15]
O
(

n
√
γN

)
O
( √

n

N1/4

)
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Table 2 The dependence of N (number of iterations) on ε, n (dimension), γ, β

strongly
convex

convex

lower bound [1] O

min

 n
1+ 1

β−1

(γε)
β
β−1

,
n2

ε2

 O

min

n
1+ 1

β−1

ε
2+ 2

β−1

,
n2

ε2


this work

(2020)
Õ

 n
2+ 1

β−1

(γε)
β
β−1

 Õ

n
2+ 1

β−1

ε
2+ 2

β−1


Akhavan, Pontil,

Tsybakov (2020) [1]
Õ

 n
2+ 2

β−1

(γε)
β
β−1

 Õ

n
2+ 2

β−1

ε
2+ 2

β−1


Bach, Perchet

(2016) [2]
O

n
2+ 2

β−1

γε
β+1
β−1

 O

n
2+ 2

β−1

ε
2+ 2

β−1


Gasnikov and al.
(2015), β = 2 [8]

Õ
(
n2

γε2

)
Õ
(
n2

ε3

)
Akhavan, Pontil,
Tsybakov (2020),

special case β = 2 [1]
Õ
(
n2

γε2

)
Õ
(
n2

ε3

)
Zhang and al.

(2020) [15]
O
(
n2

γε2

)
O
(
n2

ε3

)

Comments on Table 1 and Table 2.

1. Note that in Table 1 and Table 2 the right column equals to the central
one by γ ∼ ε.

2. Note that the results of this work have better dependency ε(N) or N(ε)
than Gasnikov’s one-point method only if β > 2 else another technique in
Theorem 1 is better (see [8] or Theorem 5.1 in [1]). The result in this work is
achieved using both kernel smoothing technique and measure concentration
inequalities.

3. The lower bound for strongly convex case is got under conditions γ ≥
N−1/2+1/β (otherwise it is better to use convex methods) and (see [1]) 2γ ≤
max
x∈Q
‖∇f(x)‖ .

4. The bounds marked in blue are not given in this article and in references
but they can be got.

5. Too optimistic bounds O

(
n2−

4
β+1

(γN)
β−1
β+1

)
and O

(
n2

ε2+
2

β−1

)
were claimed in

[2] instead of O

(
n2−

2
β+1

(γN)
β−1
β+1

)
and O

(
n2+

2
β−1

ε2+
2

β−1

)
, but Akhavan, Pontil and

Tsybakov [1] found error in Lemma 2 in [2] where factor d of dimension (n
in our notation) is missing.

2 Preliminaries

In this section we give the necessary notation, definitions and assumptions.
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2.1 Notation

Let 〈·, ·〉 and ‖ · ‖ be the standard inner product and Euclidean norm on Rn
respectively. For every closed convex set Q ⊂ Rn and for every x ∈ Rn let
ΠQ(x) denote the Euclidean projection of x on Q.

2.2 Problem

We address the conditional minimization problem

f(x)→ min
x∈Q

,

where f : Uε0(Q) → R – function (convex or strongly convex), Q ⊂ Rn –
convex compact set (Euclidean metrics).

The optimization problem can be formulated as follows: find the sequence
{xk}Nk=1 ⊂ Q minimizing the average regret:

1

N

N∑
k=1

E [f(xk)− f(x∗)] .

If the average regret is less than or equal to ε then the optimization error of

averaged estimator xN = 1
N

N∑
k=1

xk is also less than or equal to ε:

E [f(xN )− f(x∗)] ≤ 1

N

N∑
k=1

E [f(xk)− f(x∗)] ≤ ε.

2.3 Noise

The function values f(xk+τkrkek) and f(xk−τkrkek) are given with additive
noise ξk and ξ′k respectively (see Algorithm 1). Recall that the Algorithm 1
is randomized: the scalars r1, . . . , rN are distributed uniformly on [−1, 1] and
the vectors e1, . . . , eN are distributed uniformly on the Euclidean unit sphere
Sn = {e ∈ Rn : ‖e‖ = 1}.

Assumption 1 For all k = 1, 2, . . . , N it holds that

1. E[ξ2k] ≤ σ2 and E[ξ′
2
k] ≤ σ2 where σ ≥ 0;

2. the random variables ξk and ξ′k are independent from ek and rk, the random
variables ek and rk are independent.

We do not assume here neither zero-mean of ξk and ξ′k nor i.i.d of {ξk}Nk=1

and {ξ′k}Nk=1 as condtition 2 from assumption 1 allows to avoid that.
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2.4 Higher order smoothness

Let l denote maximal integer number strictly less than β. Let Fβ(L) denote
the set of all functions f : Rn → R which are differentiable l times and for all
x, z ∈ Uε0(Q) satisfy Hölder condition:∣∣∣∣∣f(z)−

∑
0≤|m|≤l

1

m!
Dmf(x)(z − x)m

∣∣∣∣∣ ≤ L‖z − x‖β , (1)

where L > 0, the sum is over multi-index m = (m1, . . . ,mn) ∈ Nn, we use the
notation m! = m1! · · · · ·mn!, |m| = m1 + · · ·+mn and we defined

Dmf(x)zm =
∂|m|f(x)

∂m1x1 . . . ∂m
nxn

zm1
1 · · · · · zmnn , ∀z = (z1, . . . , zn) ∈ Rn.

Let Fγ,β(L) denote the set of γ-strongly convex functions f ∈ Fβ(L).
Recall that f is called γ-strongly convex for some γ > 0 if for all x, z ∈ Rn it
holds that f(z) ≥ f(x) + 〈∇f(x), z − x〉+ γ

2 ‖x− z‖
2.

2.5 Kernel

For gradient estimator g̃k we use the kernel

K : [−1, 1]→ R,

satisfying

E[K(r)] = 0, E[rK(r)] = 1, E[rjK(r)] = 0, j = 2, . . . , l, E
[
|r|β |K(r)|

]
≤ ∞,

(2)
where r is a uniformly distributed on [−1, 1] random variable. This helps us
to get better bounds on the gradient bias ‖g̃k −∇f(xk)‖ (see Theorem 1 for
details).

A weighted sum of Legendre polynoms is an example of such kernels:

Kβ(r) :=

l(β)∑
m=0

p′m(0)pm(r), (3)

where l(β) is maximal integer number strictly less than β and pm(r) =√
2m+ 1Lm(r), Lm(u) is Legendre polynom. We have

E [pmpm′ ] = δ(m−m′).

As {pm(r)}jm=0 is a basis for polynoms of degree less than or equal to j we

can represent uj :=
j∑

m=0
bmpm(r) for some integers {bm}jm=0 (they depend on

j).
Let’s calculate the expectation
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E
[
rjKβ(r)

]
=

j∑
m=0

bmp
′
m(0) = (rj)′|r=0 = δ(j − 1),

here δ(0) = 1 and δ(x) = 1 if x 6= 0. We proved that the presented Kβ(r)
satisfies (2). We have the following kernels for different betas (see Figure 1):

Kβ(r) = 3r, β ∈ [2, 3],

Kβ(r) =
15r

4
(5− 7r2), β ∈ (3, 5],

Kβ(r) =
105r

64
(99r4 − 126r2 + 35), β ∈ (5, 7].

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
r

30

20

10

0

10

20

30

K(
r)

= 3
= 5
= 7
= 11

Fig. 1 Examples of kernels from (3)

For Theorem 1 and Theorem 2 we need to introduce the constants

κβ =

∫
|u|β |K(u)| du (4)

and

κ =

∫
K2(u) du. (5)

It is proved in [2] that κβ and κ do not depend on n, they depend only on β:

κβ ≤ 2
√

2(β − 1), (6)

κ ≤
√

3β
3/2. (7)



8 V. Novitskii and A. Gasnikov

3 Theorems

In this section we prove upper bounds on the optimization error of Algorithm
1 for strongly convex function (Theorem 1) and for convex function (Theorem
2).

Theorem 1 Let f ∈ Fγ,β(L) with γ, L > 0 and β > 2. Let Assumption 1
hold and let Q be a convex compact subset of Rn. Let f be G-Lipschitz on the
Euclidean τ1-neighborhood of Q.

Then the optimization error of averaged estimator xN = 1
N

N∑
k=1

xk where

the points xk are given by Algorithm 1 with parameters

τk =

(
3κσ2n

2(β − 1)(κβL)2

) 1
2β

k−
1
2β , αk =

2

γk
, k = 1, . . . , N

satisfies

E [f(xN )− f(x∗)] ≤ 1

γ

(
n2−

1
β

A1

N
β−1
β

+A2
n(1 + lnN)

N

)
,

where A1 = 3β(κσ2)
β−1
β (κβL)

2
β , A2 = c∗κG2, κβ and κ are constants depend-

ing only on β, see (4) and (5).

Proof Step 1. Fix an arbitrary x ∈ Q. As xk+1 is the Euclidean projection
we have ‖xk+1 − x‖2 ≤ ‖xk − αkg̃k − x‖2 which is equivalent to

〈g̃k, xk − x〉 ≤
‖xk − x‖2 − ‖xk+1 − x‖2

2αk
+
αk
2
‖g̃k‖2. (8)

By the strong convexity assumption we have

f(xk)− f(x) ≤ 〈∇f(xk), xk − x〉 −
γ

2
‖xk − x‖2. (9)

Combining the last two inequations we obtain

f(xk)− f(x) ≤〈∇f(xk)− g̃k, xk − x〉+
‖xk − x‖2 − ‖xk+1 − x‖2

2αk

+
αk
2
‖g̃k‖2 −

γ

2
‖xk − x‖2.

(10)

Taking conditional expectation given xk with respect to rk, ξk and ξ′k we
obtain

f(xk)− f(x) ≤〈∇f(xk)− E [g̃k|xk] , xk − x〉+
αk
2
E
[
‖g̃k‖2|xk

]
+
‖xk − x‖2 − E

[
‖xk+1 − x‖2|xk

]
2αk

− γ

2
‖xk − x‖2.

(11)
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Step 2 (Bounding bias term). Our aim is to bound the first term in
(11), namely 〈∇f(xk)−E [g̃k|xk] , xk−x〉. Using the Taylor expansion we have

f (xk + τkrkek) =f(xk) + 〈∇f(xk), τkrkek〉

+
∑

2≤|m|≤l

(τkrk)|m|

m!
D(m)f(xk)emk +R(τkrkek),

(12)

where by assumption |R(τkrkek)| ≤ L‖τkrkek‖β = L(τk · |rk|)β . Thus,

g̃k =
(
〈∇f(xk), τkrkek〉+

∑
2≤|m|≤l,|m| odd

(τkrk)|m|

m!
D(m)f(xk)emk

+
1

2
R(τkrkek)− 1

2
R(−τkrkek) + ξk − ξ′k

) n
τk
K(rk)ek.

(13)

Using the properties of the smoothing kernel K, independence of ek and
rk (Assumption 1) and the fact that E

[
eke

T
k

]
= 1

n In×n we obtain

Eek,rk
[
〈∇f(xk), τkrkek〉

n

τk
K(rk)ek

∣∣xk] = ∇f(xk). (14)

Using the fact that E
[
r
|m|
k K(rk)

]
= 0 if 2 ≤ |m| ≤ l or |m| = 0 and

Assumption 1 we have( ∑
2≤|m|≤l,|m| odd

(τkrk)|m|

m!
D(m)f(xk)emk + ξk − ξ′k

) n
τk
K(rk)ek = 0. (15)

Combining (13), (14) and (15) and using the definition of κβ we obtain

|〈∇f(xk)− E [g̃k|xk] , xk − x〉| =

=

∣∣∣∣E [(1

2
R(τkrkek)− 1

2
R(−τkrkek)

)
n

τk
K(rk)〈ek, xk − x〉

∣∣∣∣xk]∣∣∣∣
≤ Lτβ−1k · Erk

[
|rk|βK(rk)

]
· n |Eek [〈ek, xk − x〉|xk]|

≤ κβL
√
nτβ−1k ‖xk − x‖,

(16)

where in the last inequality the fact that |Ee [〈e, s〉]|2 ≤ Ee
[
〈e, s〉2

]
= ‖s‖2

n was
used (the fact from concentration measure theory). Applying the inequality
ab ≤ 1/2(a2 + b2) to the last expression in (16) we finally get

|〈∇f(xk)− E [g̃k|xk] , xk − x〉| ≤
(κβL)2

γ
nτ

2(β−1)
k +

γ

4
‖xk − x‖2. (17)

Step 3 (Bounding second moment of gradient estimator). Our aim
is to estimate E

[
‖g̃k‖2|xk

]
which is the second term in (11). The expectation
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here is with respect to rk, ξk and ξ′k. To lighten the presentation and withous
loss of generality we drop the lower script k in all quantities.

We have

‖g̃‖2 =
n2

4τ2
‖(f(x+ τre)− f(x− τre) + ξ − ξ′)K(r)e‖2

=
n2

4τ2
((f(x+ τre)− f(x− τre) + ξ − ξ′))2K2(r).

(18)

Using the inequality (a + b + c)2 ≤ 3(a2 + b2 + c2) and Assumption 1 we
get

E
[
‖g̃‖2|x

]
≤ 3n2

4τ2
(
E
[
(f(x+ τre)− f(x− τre))2K2(r)

∣∣x]+ 2κσ2
)
. (19)

Lemma 9 in [13] states that for any function f which is G−Lipschitz with
respect to 2-norm, it holds that if e is uniformly distributed on the Euclidean
unit sphere, then √

E [(f(e)− E[f(e)])4] ≤ cG2

n
, (20)

where c < 3 is a positive numerical constant.
Using (20), symmetry of Euclidean unit sphere and the inequality (a +

b)2 ≤ 2(a2 + b2) we obtain

E
[
(f(x+ e)− f(x− e))2

∣∣∣x] = Ee
[
(f(x+ e)− f(x− e))2

]
≤ Ee

[
((f(x+ e)− Ee[f(x+ e)])− (f(x− e)− Ee[f(x− e)]))2

]
≤ 2Ee

[
(f(x+ e)− Ee[f(x+ e)])

2
]

+ 2Ee
[
(f(x− e)− Ee[f(x− e)])2

]
≤ 2

√
Ee
[
(f(x+ e)− Ee[f(x+ e)])

4
]

+ 2

√
Ee
[
(f(x− e)− Ee[f(x− e)])4

]
≤ 4cG2

n
, (21)

so we have

E
[
(f(x+ τre)− f(x− τre))2

∣∣∣x] ≤ 4c(τr)2G2

n
≤ 4cτ2G2

n
. (22)

By substituting (22) into (19), using independence of e and r and returning
the lower script k we finally get

E
[
‖g̃k‖2|x

]
≤ κ

(
c∗nG2 +

3(nσ)2

2τ2k

)
, (23)

where c∗ = 3c.
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Step 4. Let ρ2k denote E[‖xk −x‖2]. Substituting (17) and (23) into (11),
taking full expectation and summing over k we obtain

N∑
k=1

E[f(xk)− f(x)] ≤
N∑
k=1

(
(κβL)2

γ
nτ

2(β−1)
k +

αk
2
κ

(
c∗nG2 +

3(nσ)2

2τ2k

))

+

N∑
k=1

(
ρ2k − ρ2k+1

2αk
−
(γ

2
− γ

4

)
ρ2k

)
.

(24)

Let ρ2N+1 = 0. Then setting αk =
2

γk
yields

N∑
k=1

(
ρ2k − ρ2k+1

2αk
− γ

4
ρ2k

)
≤ ρ21

(
1

2α1
− γ

4

)
+

N+1∑
k=2

ρ2k

(
1

2αk
− 1

2αk−1
− γ

4

)

= ρ21

(γ
4
− γ

4

)
+

N+1∑
k=2

ρ2k

(γ
4
− γ

4

)
= 0.

(25)

Substituting (25) into (24) with αk = 2
γk we obtain

N∑
k=1

E[f(xk)− f(x)] ≤ 1

γ

N∑
k=1

(
(κβL)2nτ

2(β−1)
k + κ

(
c∗nG2 +

3(nσ)2

2τ2k

)
1

k

)

=
1

γ

N∑
k=1

([
n · (κβL)2τ

2(β−1)
k + n2 · 3κσ2

2kτ2k

]
+
c∗κnG2

k

)
.

(26)

If σ > 0 then τk =

(
3κσ2n

2(β − 1)(κβL)2

) 1
2β

k−
1
2β is the minimizer of square

brackets. Plugging this τk in (26) and using two inequalities: for the expression

in square brackets
N∑
k=1

k−1+1/β ≤ βN 1/β (if β > 2) and for the term after square

brackets
N∑
k=1

1
k ≤ 1 + lnN we get

N∑
k=1

E[f(xk)− f(x)] ≤ 1

γ

(
n2−

1
βA1N

1
β +A2n(1 + lnN)

)
(27)

with A1 and A2 from the formulation of Theorem 1. Due to the convexity of
f we finally prove the theorem

E [f(xN )− f(x∗)] ≤ 1

γ

(
n2−

1
β

A1

N
β−1
β

+A2
n(1 + lnN)

N

)
. (28)
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�

We emphasize that the usage of kernel smoothing technique, measure con-
centration inequalities and the assumption that ξk is independent from ek or
rk (Assumption 1) lead to the results better than the state-of-the-art ones for
β > 2 (see Table 1 and Table 2). The last assumption also allows us not to
assume neither zero-mean of ξk and ξ′k nor i.i.d of {ξk}Nk=1 and {ξ′k}Nk=1.

Theorem 2 Let f ∈ Fβ(L) with γ, L > 0 and β > 2. Let Assumption 1
hold and let Q be a convex compact subset of Rn. Let f be G-Lipschitz on the

Euclidean τ1-neighborhood of Q. Let xN denote 1
N

N∑
k=1

xk.

Then we achieve the optimization error E [f(xN )− f(x∗)] ≤ ε after N(ε)
steps of Algorithm 1 with settings from Theorem 1 for the regularized function:
fγ(x) := f(x) + γ

2 ‖x−x0‖
2, where γ ≤ ε

R2 , R = ‖x0−x∗‖, x0 ∈ Q – arbitrary
point.

N(ε) = max

{(
R
√

2A1

) 2β
β−1 n2+

1
β−1

ε2+
2

β−1

,
(
R
√

2c′A2

)2(1+ρ) n1+ρ

ε2(1+ρ)

}
,

where A1 = 3β(κσ2)
β−1
β (κβL)

2
β , A2 = c∗κG2 – constants from Theorem 1,

ρ > 0 – arbitrarily small positive number.

Proof Step 1. Let x∗ and x∗γ denote arg min
x∈Q

f(x) and arg min
x∈Q

fγ(x) respec-

tively. Setting γ = ε
R2 and using the inequality fγ(x∗γ) ≤ fγ(x∗) we obtain

f(xN )− f(x∗) = fγ(xN )− fγ(x∗)− γ

2
‖xN − x0‖2 +

γ

2
‖x∗ − x0‖2

≤ fγ(xN )− fγ(x∗) +
γ

2
‖x∗ − x0‖2

≤ fγ(xN )− fγ(x∗γ) +
ε

2
.

(29)

Step 2. Now we apply Theorem 1 for fγ(x) and bound RHS by ε
2 :

E [fγ(xN )− fγ(x∗)] ≤ 1

γ

(
n2−

1
β

A1

N
β−1
β

+A2
n(1 + lnN)

N

)
≤ ε

2
. (30)

The inequality (30) is done if (γ = ε
R2 )

max

{
n2−

1
β

A1

N
β−1
β

, A2
n(1 + lnN)

N

}
≤ γε

2
=

ε2

2R2
. (31)

It is true that 1 + lnN ≤ c′N
ρ
ρ+1 for some c′ > 0. So the inequality (31)

holds if

N ≥ max

{(
R
√

2A1

) 2β
β−1 n2+

1
β−1

ε2+
2

β−1

,
(
R
√

2c′A2

)2(1+ρ) n1+ρ

ε2(1+ρ)

}
. (32)

The inequalities (29) and (30) yield E [f(xN )− f(x∗)] ≤ ε.
�
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4 Numerical Experiments

In our experiment [10] we compare the Algorithm 1 (with β = 3 and β = 5)
proposed in this paper with Gasnikov’s one-point method and with Akhavan’s
method for the special case β = 2.

We consider the problem of the minimization of the quadratic function

f(x) =
1

4
x21 + x22 + 4x23

on the Euclidean ball Q = {x ∈ R3 : ‖x‖ ≤ 1}.
The starting point is x0 with ‖x0‖ = 1/2. The dependency of f(xN )−f(x∗)

(optimization error) on N (iteration number) is presented on the Figure 2. The
optimization error has its mean and 0.95-confidence interval. As the Lipshitz
constants for the quadratic oracle are equal to zero, for the Algorithm 1 we
choose L = 0.01.

101 102 103 104

N(iteration number)

10 3

10 2

10 1

100

op
tim

iza
tio
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er
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r

method
Gasnikov
Akhavan( = 2)
Algorithm 1( = 3)
Algorithm 1( = 5)

Fig. 2 Dependency of optimization error of Algorithm 1 on iteration

We see on the Figure 2 that the usage of higher-order smoothness by Al-
gorithm 1 helps to overcome the methods which do not use this.

5 Discussion and related work

The results of this paper can be generalized for the saddle-point problems.
Recently GANs and Reinforcement Learning caused a big interest for saddle-
point problems, see [12].

Another possible genelization of this paper is obtaining the large probabil-
ity bounds for optimization error. We cannot obtain upper bounds in terms
of of large deviation probability (not in terms of expectation) under the As-
sumption 1. The exploiting of higher order smoothness with the help of kernels
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under rather general noise assumptions (non-zero mean) causes big variation
‖g̃k −∇f(xk)‖ and this can causes the problems with large deviation proba-
bility rates.

It remains an open question whether large deviation probability can be
obtained under non-zero mean noise. And also it remains an open question
whether better dependence of optimization error on the dimenstion n and
strong convexity parameter γ can be obtained.

Acknowledgements. We would like to thank Alexandre B. Tsybakov for
helpful remarks about Tables 1 and 2.
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